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Preface

The papers in this volume deal with fundamental research on human
memory, perception and cognition as well as more applied work on
school Tearning and the instructional process. A theme running
through all of these papers is a close interplay between theory and
experimentation. Whenever possible, the theory is stated in formal
terms either as a mathematical model or as a computer program;
predictions are then derived from the theory; the predictions are used
to design an appropriate experiment; the experiment is conducted and
data collected; discrepancies are identified between theoretical
predictions and experimental outcomes; the theory is revised to take
account of the discrepancies; and the cycle of events is repeated.
This cycle characterizes the scientific method whether in psychology
or any other field of science. The interplay between theory and
experiment is strengthened to the extent that the theory is stated in
formal terms and can be used to identify differences between observed
and predicted behavior.

It is a great honor and a pleasure for me to have some of my
papers translated into Russian and published in the Soviet Union. I
have been in close contact with psychologists and mathematicians in
the Soviet Union since my first visit there in 1960 and these
exchanges have proved to be invaluable. Discussions in the 1960’s
with Soviet scientists were influential in my use of control theory as
a method for optimizing the instructional process, and the first
public Tecture that I gave on my theory of Tong- and short-term memory
was in Moscow at the 1968 meetings of the International Congress of
Psychology. 1In recent years, I have maintained close relations with
Professor Lomov and other members of the Institute of Psychology of
the U.S.S.R. Academy of Sciences in Moscow; members of the institute
have been in my Tlaboratory at Stanford University several times and I
have been a visitor at the Institute on at Teast four occasions. The
understanding and colleagueship between American psychologists and
their Soviet counterparts is as close as that of any two nations.

Both the science of psychology and relations between our two countries
benefit by this close interchange. I hope that the Soviet readers of
this volume will share with me my excitement for research 1in
psychology and that together we can expand the frontiers of the
psychological sciences.

Richard C. Atkinson
Washington, D.C.
February 22, 1979
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The Control of Short-Term Memory

Memory has two components: short-term and long-term. Control

processes such as “rehearsal” are essential to the transfer

of information from the short-term store to the long-term one

by Richard C. Atkinson and Richard M. Shiffrin

he notion that the system by
which information is stored in

memory and retrieved from it can
be divided into two components dates
back to the 19th century. Theories dis-
tinguishing between two different kinds
of memory were proposed by the En-
glish associationists James Mill and John
Stuart Mill and by such carly experi-
mental psychologists as Wilhelm Wundt
and Emst Meumann in Germany and
William James in the U.S. Reflecting on
their own mental processes, they dis-
cemed a clear difference between
thoughts currently in consciousness and
thoughts that could be brought to con-
sciousness only after a search of mem-
ory that was often laborious. (For exam-
ple, the sentence you are reading is
in your current awareness; the name of
the baseball team that won the 1968

World Series may be in your memory,
but to retrieve it takes some ecffort,
and you may not be able to retrieve it
at all.)

The two-component concept of mem-
ory was intuitively attractive, and yet it
was largely discarded when psychology
turned to behaviorism, which empha-
sized research on animals rather than
humans. The distinction between short-
term memory and long-term memory re-
ceived little further consideration until
the 1950%, when such psychologists as
Donald E. Broadbent in England, D. O,
Hebb in Canada and George A. Miller
in the U.S. reintroduced it [see “Infor-
mation and Memory,” by George A.
Miller; ScieNTIFIC AMERICAN, August,
1956]. The concurrent development of
computer models of behavior and of
mathematical psychology accelerated

the growth of interest in the two-process
viewpoint, which is now undergoing
considerable theoretical development
and is the subject of a large research
effort. In particular, the short-term
memory system, or short-term  store
(STS), has been given a position of piv-
otal importance. That is because the
processes carried out in the short-term
store are under the immediate control
of the subject and govern the flow of in-
formation in the memory system; they
can be called into play at the subject’s
discretion, with enormous consequences
for performance.

Some control processes are used in
many situations by everyone and others
are used only in special circumstances.
“Rehearsal” is an overt or covert repeti-
tion of information—as in remembering
a telephone number until it can be writ-

ENVIRONMENTAL
INPUT

SENSORY REGISTERS

VISUAL

AUDITORY

HAPTIC

SHORT-TERM STORE
(STS)

TEMPORARY
WORKING MEMORY

REHEARSAL
CODING
DECISIONS

INFORMATION FLOW through the memory system is conceived
of as beginning with the processing of environmental inputs in
sensory registers (receptors plus internal elements) and entry into
the short-term store (STS). While it remains there the information
may be copied into the long-term store (LTS), and associated in-

CONTROL PROCESSES:

RETRIEVAL STRATEGIES

LONG-TERM STORE
(LTS)

PERMANENT
MEMORY STORE

(.

5

RESPONSE OUTPUT

formation that is in the long-term store may be activated and en-
tered into the short-term store. If a triangle is seen, for example,
the name “triangle” may be called up. Control processes in the
short-term store affect these transfers into and out of the long-term
store and govern learning, retrieval of information and forgetting.
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ten down, remembering the names of a
group of people to whom one has just
been introduced or copying a passage
from a book. “Coding” refers to a class
of control processes in which the infor-
mation to be remembered is put in a
context of additional, easily retrievable
information, such as a mnemonic phrase
or sentence. “Imaging” is a control proc-
ess in which verbal information is re-
membered through visual images; for
example, Cicero suggested learning long
lists (or speeches) by placing each mem-
ber of the list in a visual representation
of successive rooms of a well-known
building. There are other control proc-
esses, including decision rules, organi-
zational schemes, retrieval strategies
and problem-solving techniques; some
of them will be encountered in this ar-
ticle. The point to keep in mind is the
optional nature of control processes. In
contrast to permanent structural com-
ponents of the memory system, the con-
trol processes are selected at the sub-
ject’s discretion; they may vary not only
with different tasks but also from one
encounter with the same task to the
next.

We believe that the overall memory
system is best described in terms
of the fHow of information into and out
of short-term storage and the subject’s
control of that flow, and this conception
has been central to our experimental and
theoretical investigation of memory. All
phases of memory are assumed to con-
sist of small units of information that are
associatively related. A set of closely in-
terrelated information wunits is termed
an image or a trace. Note that “image”
does not necessarily imply a visual rep-
resentation; if the lettermumber pair
TKM—4 is presented for memory, the
image that is stored might include the
size of the card on which the pair is print-
ed, the type of print, the sound ot the
various symbols, the semantic codes and
numerous other units of information.
Information from the environment is
accepted and processed by the various
sensory systems and is entered into the
short-term store, where it remains for a
period of time that is usually under the
control of the subject. By rehearsing one
or more items the subject can keep them
in the short-term store, but the number
that can be maintained in this way is
strictly limited; most people can main-
tain seven to nine digits, for example.
Once an image is lost from the short-term
store it cannot thereafter be recovered
from it. While information resides in
short-term storage it may be copied into

the long-term store (ITS), which is as-
sumed to be a relatively permanent mem-
ory from which information is not lost.
While an image is in short-term storage,
closely related information in the long-
term store is activated and entered in the
short-term store too. Information enter-
ing the short-term store from the sensory
systems comes from a specific modality—
visual, auditory or whatever—but asso-
ciations from the Jong-term store in all
modalities are activated to join it. For
instance, an item may be presented visu-
ally, but immediately after input its ver-
bal “name” and associated meanings will
be activated from the long-term store
and placed in the short-term one [sce
illustration on opposite page].

Our account of short-term and long-
term storage does not require that the
two stores necessarily be in different
parts of the brain or involve diflerent
physfological structures. One might con-
sider the short-term store simply as
being a temporary activation of some
portion of the long-term store. In our
thinking we tend to equate the short-
term store with “consciousness,” that is,
the thoughts and information of which
we are currently aware can be consid-
ered part of the contents of the short-
term store. (Such a statement lies in the
realm of phenomenology and cannot be
verified scientifically, but thinking of
the short-term store in this way may
help the reader to conceptualize the sys-
tenr.) Because consciousness is equated
with the short-term store and because
control processes are centered in and act
through it, the short-term store is con-
sidered a working memory: a system in
which decisions are made, problems are
solved and information flow is directed.
Retrieval of information from short-
term storage is quite fast and accurate.
Experiments by Saul Sternberg of the
Bell Telephone Lahoratories and by oth-
ers have shown that the retrieval time
for information in short-term storage
such as letters and numbers ranges from
10 to 30 milliseconds per character.

The retrieval of information from
long-term storage is considerably more
complicated. So much information is
contained in the long-term store that the
major problem is finding access to some
small subset of the information that con-
tains the desired image, just as one must
find a particular book in a library before
it can be scammed for the desired infor-
mation. We propose that the subject
activates a likely subset of information,
places it in the short-term store and then
scans that store for the desired image.
The image may not be present in the

4

current subset, and so the retrieval proc-
ess becomes a search in which various
subsets are successively activated and
scanned [sce illustration below]. On the
basis of the information presented to
him the subject selects the appropriate
“probe information” and places it in the
short-term store. A “search set,” or sub-
set of information in the long-term store
closely associated with the probe, is
then activated and put in the short-term
store. The subject selects from the
search set some image, which is then
examined. The information extracted
from the selected image is utilized for a
decision: has the desired information

PRESENTATION
OF INFORMATION

v

CHOICE OF
RETRIEVAL STRATEGY
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I
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RESPONSE CHOICE
AND TS QUTPUT

RETRIEVAL from the long.term store re-
quires a choice of strategy and selection of
certain information as a “probe” that is
placed in the shortterm store. The probe
activates a “search set” of information in
the long-term store. The search set is placed
in the short-term store and is examined for
the desired information. If it is not found,
search is halted or recycled with new probe.
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PROBABILITY OF RECALL in free-recall experiments varies in a characteristic way with
an item’s serial position in a list: a “primacy effect” and a “recency effect” are apparent
(a). If an arithmetic task is interpolated between presentation and recall, the recency ef-
fect disappears {b). Words in long lists are recalled less well than words in short lists (e).
Slower presentation also results in better recall (d). The curves are idealized ones based
on experiments by James W. Dees, Bennet Murdock, Leo Postman and Murray Glanzer.

been found? If so, the search is termi-
nated.

If the information has not been found,
the subject may decide that continua-
tion is unlikely to be productive or he
may decide to continue. If he does, he
begins the next cycle of the search by
again selecting a probe, which may or
may not be the same probe used in the
preceding cycle depending on the sub-
ject’s strategy. For example, a subject
asked to search for states of the U.S.
starting with the letter M may do so by
generating states at random and check-
ing their first letter (in which case the
same probe information can be used in
each search cycle), or he may generate
successive states in a regular geographic
order (in which case the probe informa-
tion is systematically changed from one
cycle to the next). It can be shown that
strategies in which the probe informa-
tion is systematically changed will re-
sult more often in successful retrieval
but will take longer than alternative
“random”™ strategies. (Note that the
Freudian concept of repressed memories
can be considered as being an inability
of the subject to generate an appropri-
ate probe.)

his portrayal of the memory system

almost entirely in terms of the op-
erations of the short-term store is quite
intentional. In our view information
storage and retrieval are best described
in terms of the flow of information
through the short-term store and in
terms of the subject’s control of the flow.
One of the most important of these
control processes is rehearsal. Through
overt or covert repetition of information,
rehearsal either increases the momen-
tary strength of information in the short-
term store or otherwise delays its loss.
Rehearsal can be shown not only to
maintain information in short-term stor-
age but also to control transfer from
the short-term store to the long-term one.
We shall present several experiments
concerned with an analysis of the re-
hearsal process.

The research in question involves a
memory paradigm known as “free re-
call,” which is similar to the task you
face when you are asked to name the
people present at the last large party
you went to. In the typical experimental
procedure a list of random items, usual-
ly common English words, is presented
to the subject one at a time. Later the
subject attempts to recall as many words
as possible in any order. Many psycholo-
gists have worked on free recall, with
major research efforts carried out by


amccoll
Text Box
                                       5



Bennet Murdock of the University of
Toronto, Endel Tulving of Yale Univer-
sity and Murray Glanzer of New York
University. The result of principal inter-
est is the probability of recalling each
item in a list as a function of its place
in the list, or “serial-presentation posi-
tion.” Plotting this function yiclds a
U-shaped curve [see “a” in illustration on
opposite page]. The increased probabil-
ity of recall for the first few words in the
list is called the primacy effect; the Jarge
increase for the last eight to 12 words is
called the recency eflect. There is con-
siderable evidence that the recency cf-
fect is due to retrieval from short-terin
storage and that the earlier portions of
the serial-position curve reflect retrieval
from long-term storage only. In one ex-
perimental procedure the subject is re-
quired to carry out a difficult arithmetic
task for 30 seconds immediately follow-
ing presentation of the list and then is
asked to recall. One can assume that the
arithmetic task causes the loss of all the
words in short-term storage, so that re-
call reflects retrieval from long-term
storage only. The recency eflect is elim-
inated when this experiment is per-
formed; the earlier portions of the serial-
position curve are unaffected [D]. If
variables that influence the long-term
store but not the short term one are ma-
nipulated, the recency portion of the
serial position curve should be relatively
unaffected, whereas the earlier portions
of the curve should show changes. One
such variable is the number of words in
the presented list. A word in a longer
list is less likely to be recalled, but the
recency effect is quite unaffected by list
length [c]. Similarly, increases in the
rate of presentation decrease the likeli-
hood of recalling words preceding the
recency region but leave the recency ef-
fect largely unchanged [d].

In free 1ecall experiments many lists
are usually presented in a session. If the
subject 1s asked at the end of the session
to recall all the words presented during
the session, we would expect his recall
to reflect retrieval from long-term stor-
age only. The probability of recalling
words as a function of their serial posi-
tion within each list can be plotted for
end-of-session recall and compared with
the serial-position curve for recall im-
mediately following presentation [sce il-
lustration on this page]. For the delayed-
recall curve the primacy effect remains,
but the recency effect is eliminated, as
predicted. In summary, the recency re-
gion appears to reflect retrieval from
both short-term and long-term storage
whereas the serial-position curve preced-
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EFFTECT OF DELAY is tested by asking subjects to recall at the end of a session all words
from the entire session, and then plotting probability of recall against serial position within
each Iist. An experiment by Fergus Craik compares immediate recall (black) with delayed
recall (color). The delayed-recall curve emphasizes transitory nature of receney effect.

ing the recency region reflects retrieval
from long-term storage only.

In 1965, at a conference sponsored by

the New York Academy of Sciences,
we put forward a mathematical model
explaining these and other effects in
terms of a rehearsal process. The model
assumed that in a free-recall task the
subject sets up a rehearsal buffer in the
short-term store that can hold only a
fixed number of items. At the start of
the presentation of a list the buffer is
empty; successive items are entered un-
til the buffer is filled. Thereafter, as each
new item enters the rehearsal buffer it
replaces one of the items already there.
(Which item is replaced depends on a
number of psychological factors, but in
the model the decision is approximated
by a random process.) The items that are
still being rehearsed in the short-term
store when the last item is presented are
the ones that are immediately recalled
by the subject, giving rise to the recency
effect. The transfer of information from
the short-term to the long-term store is

6

postulated to be a function of the length
of time an item resides in the rehearsal
bulfer; the longer the time period, the
more rchearsal the item receives and
thercfore the greater the transfer of in-
formation to long-term storage. Since
items presented first in a list enter an
empty or partly empty rehearsal bulfer,
they remain longer than later items and
cousequently receive additional rehears-
al. This extra rchearsal causes more
transfer of information to long-term stor-
age for the first items, giving rise to the
primacy effect.

This rchearsal model was given a for-
mal mathematical statement and was
fitted to a wide array of experiments,
and it provided an excellent quantita-
tive account of a great many results in
free recall, including those discussed in
this article. A more direct confirmation
of the model has recently been provided
by Dewey Rundus of Stanford Univer-
sity. He carried out free-recall experi-
ments in which subjects rehearsed aloud
during list presentation. This overt re-
hearsal was tape-recorded and was com-
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pared with the recall results. The num-
ber of different words contained in the
“rehearsal set” (the items overtly re-
hearsed between successive presenta-
tions) was one after the first word was
presented and then rose until the fourth
word; from the fourth word on the num-
ber of different words in the rehearsal
set remained fairly constant (averaging
about 3.3) until the end of the list. The
subjects almost always reported the
members of the most recent rehearsal
set when the list ended and recall began.
A close correspondence is evident be-
tween the number of rehearsals and the
recall probability for words preceding
the recency effect; in the recency region,
however, a sharp disparity occurs [see
illustrations below]. The hypothesis that

ITEM PRESENTED

long-term storage is a function of the
number of rehearsals can be checked
in other ways. The recall probability for
a word preceding the recency region was
plotted as a function of the number of
rehearsals received by that word; the
result was an almost linear, sharply in-
creasing function. And words presented
in the middle of the list given the same
number of rehearsals as the first item pre-
sented had the same recall probability as
that first item.

With efficacy of rehearsal established
both for storing information in the long-
term store and for maintaining informa-
tion in the short-term store, we did an
experiment in which the subjects’ re-
hearsal was manipulated directly. Our
subjects were trained to engage in one

ITEMS REHEARSED (REHEARSAL SET)

1 REACTION
2 HOOF

3 BLESSING

4 RESEARCH
5 CANDY

6 HARDSHIP
7 KINDNESS
8 NONSENSE

RESEARCH,

NONSENSE,

20 CELLAR

REACTION, REACTION, REACTION, REACTION
HOOF, REACTION, HOOF, REACTION
BLESSING, HOOF, REACTION

REACTION, HOOF, RESEARCH

CANDY, HOOF, RESEARCH, REACTION
HARDSHIP, HOOF, HARDSHIP, HOOF
KINDNESS, CANDY, HARDSHIP, HOOF

KINDNESS, CANDY, HARDSHIP

CELLAR, ALCOHOL, MISERY, CELLAR

OVERT-REHEARSAL experiment by Dewey Rundus shows the effect of rehearsal on trans-
fer into long-term storage. The subject rehearses aloud. A partial listing of items rehearsed
in one instance shows typical result: early items receive more rehearsals than later items.
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EFFECT OF REHEARSAL is demonstrated by comparison of an item’s probability of re-
call (black) with the total number of rehearsals item receives (color). The two are related
in regions reflecting retrieval from long-term storage (preceding recency region). That is,
long-term storage efficacy depends on number of rehearsals and is reflected in retrieval.
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of two types of rehearsal. In the first (a
one-item rehearsal set) the most recently
presented item was rehearsed exactly
three times before presentation of the
next item; no other items were re-
hearsed. In the second (a three-item re-
hearsal set) the subject rehearsed the
three most recently presented items once
each before presentation of the next
item, so that the first rehearsal set con-
tained three rehearsals of the first word,
the second rehearsal set contained two
rehearsals of the second word and one
rehearsal of the first word, and all sub-
sequent sets contained one rehearsal of
each of the three most recent items [see
illustrations on opposite page].

When only one item is rehearsed at a
time, each item receives an identical
number of rehearsals and the primacy
effect disappears, as predicted. Note
that the recency effect appears for items
preceding the last item even though the
last item is the only one in the last re-
hearsal set. This indicates that even
when items are dropped from rehearsal,
it takes an additional period of time for
them to be completely lost from short-
term storage. The curve for the three-
item rehearsal condition shows the effect
also. The last rehearsal set contains the
last three items presented and these are
recalled perfectly, but a recency effect
is still seen for items preceding these
three. It should also be noted that a pri-
macy effect occurs in the three-rehearsal
condition. This was predicted because
the first item received a total of five re-
hearsals rather than three. A delayed-
recall test for all words was given at the
end of the experimental session. The data
confirmed that long-term-store retrieval
closely parallels the number of rehears-
als given an item during presentation,
for both rehearsal schemes.

These results strongly implicate re-
hearsal in the maintenance of infor-
mation in the short-term store and the
transfer of that information to the long-
term system. The question then arises:
What are the forgetting and transfer
characteristics of the short-term store in
the absence of rehearsal? One can con-
trol rehearsal experimentally by block-
ing it with a difficult verbal task such as
arithmetic. For example, Lloyd R. Peter-
son and Margaret Peterson of Indiana
University [see ““Short-Term Memory,”
by Lloyd R. Peterson; SCIENTIFIC AMER-
1caN, July, 1966] presented a set of
three letters (a trigram) to be remem-
bered; the subject next engaged in a
period of arithmetic and then was asked
to recall as many letters of the trigram
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as possible. When the probability of re-
call is plotted as a function of the dura-
tion of the arithmetic task, the loss ob-
scerved over time is similar to that of the
recency effect in free recall [see top il-
lustration on next page]. Short-term-store
loss caused by an arithmetic task, then,
is similar to loss from short-term storage
caused by a series of intervening words
to be remembered. The flat portion of
the curve reflects the retrieval of the
trigram from long-term storage alone and
the earlier portions of the curve repre-
sent retrieval from both short-term and
long-term storage; the loss of the trigram
from short-term storage is represented by
the decreasing probability of recall prior
to the asymptote.

Does the forgetting observed during
arithmetic reflect an automatic decay of
short-term storage that occurs inevitably
i the absence of rehearsal or is the in-
tervening activity the cause of the loss?
There is evidence that the amount of
new material introduced between pre-
sentation and test is a much more im-
portant determinant of loss from short-
term storage than simply the elapsed
time Dbetween presentation and test.
This finding is subject to at least two
explanations. The first holds that the
activity intervening bhetween presenta-
tion and test is the direct cause of an
ilem’s loss from short-term storage. The
sccond explanation proposes that the
rate of intervening activity merely af-
fects the number of rehearsals that cun
be given the item to be remembered
and thus indirectly determines the rate
of loss.

It has recently become possible to
choose between these two explanations
of loss from the short-term store. Judith
Reitman of the University of Michigan
substituted a signal-detection task for
the arithmetic task in the Petersons’ pro-
cedure, The task consisted in responding
whenever a weak tone was heard against
a continuous background of “white”
noise. Surprisingly, no loss from short-
terni storage was observed after 15 sec-
onds of the task, even though subjects
reported no rehearsal during the signal
detection. This suggests that loss from
the short-term store is due to the type of
interference during the intervening in-
terval: signal detection does not cause
loss but verbal arithmetic does. Another
important issue that could potentially be
resolved with the Reitman procedure
concerns the transfer of information
from the short-term to the long-term
store: Does transfer occur only at initial
presentation and at subsequent rehears-
als, or does it occur throughout the pe-

ONE-ITEM REHEARSAL SCHEME
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ARITHMETIC TASK before recall reduces the probability of recall. Lloyd R. Peterson

and Margaret Peterson charted recall probability against duration of arithmetie. The prob-

ability falls off with duration until it levels off when recall reflects retrieval from long-term
storage alone. Does curve reflect only lack of rehearsal or also nature of intervening task?
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TWO TASKS were combined in an experiment with these six conditions. Five consonants
were presented for 2.5 seconds (dark gray), followed by a signal-detection task for one sec-
ond, eight seconds or 40 seconds (color), followed in three cases by arithmetic (light gray).
Then came the test (arrows). Rehearsal during detection was included in a control version.

1
= WITHOUT ARITHMETIC ‘
- I e
: P
s STl
& 8 e R
> WITH ARITHMETIC
=
rd
Ej 7 Wm.«»
|
@} 6=W
Q: .
a
5

8 DURATION OF SIGNAL DETECTION (SECONDS) 40

NATURE OF TASKS is seen to have an effect. In the absence of arithmetic, signal detec-
tion leaves the short-term store virtually unaffected, with rehearsal (broken black curve)
or without (solid black). Arithmetic, however, causes loss from the short-term store
(color); decreased recall shown reflects retrieval from long-term store only. Retrieval im-
proves with duration of signal detection if there is rehearsal, which increases transfer to the
long-term store (broken colored curve) but not in the absence of rehearsal (solid color).
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riod during which the information re-
sides in the short-term store, regardless
of rehearsals?

To answer these questions, the follow-
ing experiment was carried out. A con-
sonant pentagram (a set of five conso-
nants, such as QJXFK) was presented for
2.5 seconds for the subject to memorize.
This was followed by a signal-detection
task in which pure tones were presented
at random intervals against a continuous
background of white noise. The subjects
pressed a key whenever they thought
they detected a tone. (The task proved
to be difficult; only about three-fourths
of the tones presented were correctly
detected.) The signal-detection period
lasted for either one second, eight sec-
onds or 40 seconds, with tones sounded
on the average every 2.5 seconds. In
conditions 1, 2 and 3 the subjects were
tested on the consonant pentagram im-
mediately after the signal detection; in
conditions 4, 5 and 6, however, they
were 1'equired to carry out 30 seconds
of difficult arithmetic following the sig-
nal detection before being tested [see
middle illustration at left]. In order to
increase the likelihood that rehearsal
would not occur, we paid the subjects
for performing well on signal detection
and for doing their arithmetic accurately
but not for their success in remembering
letters. In addition they were instructed
not to rehearse letters during signal de-
tection or arithmetic. They reported af-
terward that they were not consciously
aware of rehearsing. Because the ques-
tion of rehearsal is quite important, we
nevertheless went on to do an additional
control experiment in which all the same
conditions applied but the subjects were
told to rehearse the pentagram aloud
following each detection of a tone.

The results indicate that arithmetic
causes the pentagram information to be
lost from the short-term store but that
in the absence of the arithmetic the sig-
nal-detection task alone causes no loss
[sce bottom illustration at left]. What
then does produce forgetting from the
short-term store? It is not just the analy-
sis of any information input, since signal
detection is a difficult information-proc-
essing task but causes no forgetting. And
time alone causes no noticeable forget-
ting. Yet verbal information (arithmetic)
does cause a large loss. Mrs. Reitman’s
conclusion appears to be correct: forget-
ting is caused by the entry into the
short-term store of other, similar infor-
mation.

What about the effect of rehearsal?
In the arithmetic situation performance
improves if subjects rehearse overtly
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during the signal-detection period. Pre-
sumably the rchearsal transfers informa-
tion about the pentagram to the long-
term store; the additional transfer dur-
ing the long signal-detection period is
reflected in the retrieval scores, and the
rehearsal curve rises. The no-rehearsal
curve is horizontal over the last 32 sec-
onds of signal detection, however, con-
firming that no rehearsal was occurring
during that period. The fact that the
lowest curve is flat over the last 32 sec-
onds has important implications for
transfer from the short-term store to the
long-term. It indicates that essentially
no transfer occurred during this period
even though, as the results in the ab-
sence of arithmetic show, the trace re-
mained in the short-term store. Hence
the presence of a trace in the short-term
store is alone not enough to result in
transfer to the long-term store. Appar-
ently transfer to the long-term system
occurs primarily during or shortly after
rehearsals. (The rise in the lowest curve
over the first eight seconds may indicate
that the transfer effects of a presenta-
tion or rehearsal take at least a few sec-
onds to reach completion.)

The emphasis we have given to rote
rehearsal should not imply that other
control processes arve of lesser impor-
tance. Although much evidence indi-
cates that transfer from short-term stor-
age to long-term is strongly dependent
on rehearsals, effective later retrieval
from long-term storage can be shown to
be highly dependent on the type of in-
formation rehearsed. Coding is really
the choosing of particular information
to be rehearsed in the short-term store.
In general, coding strategies consist in
adding appropriately chosen informa-
tion from long—term storage to a trace
to be remembered and then rehearsing
the entire complex in the short-term
store. Suppose you are given (as is typi-
cal in memory experiments) the stinwu-
lus-response pair HRM~4; later HRM
will be presented alone and you will be
expected to respond “4.” If you simply
rehearse HRM-4 several times, your
ability to respond correctly later will
probably not be high. Suppose, how-
ever, HRM reminds you of “homeroom”
and you think of various aspects of your
fourth-grade classroom. Your retrieval
performance will be greatly enhanced.
Why? First of all, the amount and range
of information stored appears to be
greater with coding than with rote re-
hearsal. Moreover, the coding operation
provides a straightforward means by
which you can gain access to an ap-
propriate and small region of memory

Y
F}
1
LY
Y

\‘\ FIVE-WORD LIST
“
3
)

PROBABILITY OF RECALL
Aej

LIST

| S O O O o2

10 15 20

SERIAL PRESENTATION POSITION

LENGTH OF LIST rather than amount of “interference” governs recall probability, Sub-
jects were asked to recall the list before the one just studied. Five-word lists (top) were
recalled better than 20-word lists (bottom) whether they were followed by intervening lists
of five words (black) or of 20 words (color). The data are averages from three experiments.

during retrieval. In the above example,
when HRM is presented at the moment
of test, you are likely to notice, just as
during the initial presentation, that
HRM is similar to “homeroom.” You can
then use “homeroom” (and the current
temporal context) as a further probe and
would almost certainly access “fourth
grade” and so generate the correct re-
sponse.

N the discussion of coding suggests,

the key to retrieval is the selection
of probe information that will activate
an appropriate search set from the long-
term store. Since in our view the lon g-
term store is a relatively permanent re-
pository, forgetting is assumed to result
from an inadequate selection of probe
information and a consequent failure of
the retrieval process. There are two
basic ways in which the probe selection

10

may prove inadequate. First, the wrong
probe may be selected. For instance,
you might be asked to name the star of
a particular motion picture. The name
actually begins with T but you decide
that it begins with A and include A in
the probe information used to access the
long-term store. As a result the correct
name may not be included in the search
set that is drawn into the short-term
store and retrieval will not succeed.
Second, if the probe is such that an
extremely large region of memory is ac-
cessed, then retrieval may fail even
though the desired trace is included in
the search set. For example, if you are
asked to name a fruit that sounds like
a word meaning “to look at,” you might
say “pear.” If you are asked to name a
living thing that sounds like a word
meaning “to look at,” the probability of
your coming up with “pear” will be


amccoll
Text Box
                                                                                             10




greatly reduced. Again, you are more
likely to remember a “John Smith” if you
met him at a party with five other people
than if there had been 20 people at the
party. This effect can be explained on
grounds other than a failure of memory
search, however, It could be argued that
more attention was given to “John
Smith” at the smaller party, Or if the
permanence of long-term storage is not
accepted, it could be argued that the
names of the many other people met at
the larger party erode or destroy the
memory trace for “John Smith.” Are
these objections reasonable? The John
Smith example is analogous to the situa-
tion in free recall where words in long
lists are less well recalled from long-term
storage than words in short lists.

The problem, then, is to show that the
list-length effect in free recall is depen-
dent on the choice of probe information
rather than on either the number of
words intervening hetween presentation
and recall or the differential storage giv-
en words in lists of different size. The
second issue is disposed of rather easily:
in many free-recall experiments that vary
list length, the subjects do not know at
the beginning of the list what the length
of the list will be. It is therefore unlikely
that they store different amounts of in-
formation for the first several words in
lists of differing length. Nevertheless, as
we pointed out, the first several words
are recalled at different levels.

To dispose of the “interference” ex-
planation, which implicates the number
of words between presentation and re-
call, is more difficult. Until fairly re-
cently, as a matter of fact, interference
theories of forgetting have been pre-
dominant [see “Forgetting,” by Benton
J. Underwood, SCIENTIFIC AMERICAN,
March, 1964, and “The Interference
Theory of Forgetting,” by John Ceraso,
October, 1967]. In these theories forget-
ting has often been seen as a matter of
erosion of the memory trace, usually by
items presented following the item to
be remembered but also by items preced-
ing the item to be remembered. (The list-
length effect might be explained in these
terms, since the average item in a long
list is preceded and followed by wore
items than the average item in a short
list.) On the other hand, the retrieval
model presented in this article assumes
long-term storage to be permanent; it
maintains that the strength of long-term
traces is independent of list length and
that forgetting results from the fact that
the temporal-contextual probe cues used
to access any given list tend to elicit a
larger search set for longer lists, thereby
producing less efficient retrieval.

In order to distinguish between the
retrieval and the interference explana-
tions, we presented lists of varying
lengths and had the subject attempt to
recall not the list just studied (as in the
typical free-recall procedure) but the
list before the last. This procedure
makes it possible to separate the effect
of the size of the list being recalled from
the effect of the number of words inter-
vening between presentation and recall.
A large or a small list to be recalled can
be followed by either a large or a small
intervening list. The retrieval model
predicts that recall probability will be
dependent on the size of the list being
recalled. The interference model pre-
dicts that performance will be largely
determined by the number of words in
the intervening list.

We used lists of five and of 20 words
and presented them in four combina-
tions: 5-5, 520, 20-5, 20-20; the first
number gives the size of the list being
recalled and the second number the size
of the intervening list. One result is that
there is no recency eflect [sec illustra-
tion on preceding page). This would be
expected since there is another list and
another recall intervening between pre-
sentation and recall; the intervening ac-
tivity causes the words in the tested list
to be lost from short-term storage and
so the curves represent retrieval from
long-term storage onlv. The significant
finding is that words in lists five words
long are recalled much better than words
in lists 20 words long, and the length of
the intervening list has little, if any, ef-
fect. The retvieval model can predict
these results only if a probe is available
to access the requested list. It seems
likely in this experiment that the subject
has available at test appropriate cues
(probably temporal in nature) to enable
him to select probe information pertain-
ing to the desired list. If the experimen-
tal procedure were chunged so that the
subject was asked Lo recall the 10th pre-
ceding list, then sclection of an adcquute
probe would no longer be possible. The
results demonstrate the importance of
probe selection, a control process of the
short-term store.

The model of memory we have de-
scribed, which integrates the system
around the operations of the short-term
store, is not in any sense a final theory.
As experimental techniques and mathe-
matical models have become increasing-
ly sophisticated, memory theory has un-
dergone progressive changes, and there
is no doubt that this trend will continue.
We nevertheless think it is likely that
the short-term store and its control proc-
esses will be found to be central.
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1. Introduction

This paper is divided into twe major portions; the first outlines a
general theoretical framework in which to view human memory, and the
second describes the results of a number of experiments designed to test
specific models that can be derived from the overali theory.

The general theoretical framework, set forth in Sections H and LI,
categorizes the memory system along two major dimensions. One
categorization distinguishes permanent, structural features of the
system from control processes that can be readily modified or repro-
grammed at the will of the subject. Because we feel that this distinction
helps clarify a number of results, we will take time to elaborate it at the
outset. The permanent features of memory, which will be reforred to as
the memory structure, include both the physical system and the built-in
processes that are unvarying and fixed from. one situation to another.
Control processes, on the other hand, are selected, constructed, and used
at the option of the subject and may vary dramatically from one task to
another even though superficially the tasks may appear very similar.
The use of a particular control process in a given situation will depend
upon such factors as the nature of the instructions, the meaningfulness
of the material, and the individual subject’s history.

A computer analogy might help illustrate the distinction between
memory structure and control processes, If the memory system is viewed
as & computer under the direction of a programmer at a remote console,
then both the computer hardware and those programs built into the
system that cannot be modified by the programmer are analogous to
our structural features ; those programs and instruction sequences which
the programmer can write at his console and which determine the
operation of the computer, are analogous to our control processes. In the
sense that the computer’s method of processing a given batch of data
depends on the operating program, so the way a stimulus input is
processed depends on the particular control processes the subject brings
into play. The structural components include the basic memory stores;
examples of control processes are coding procedures, rehearsal opera-
tions, and search strategies.

Our second categorization divides memory into three structural com-
ponents: the sensory register, the short-term store, and the long-term
store. Incoming sensory information first enters the sensory register,
where it resides for a very brief period of time, then decays and is lost.
The short-term store is the subject’s working memory; it receives
selected inputs from the sensory register and also from long-term store.
Information in the short-term store decays completely and is lost within
a period of about 30 seconds, but a control process called rehearsal can
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maintain a limited amount of information in this store as long as the
subject desires. The long-term store is a fairly permanent repository for
infcrmation, information which is transferred from the short-term store.
Note that “‘transfer” is not meant to imply that information is removed
from one store and placed in the next; we use transfer to mean the
copying of selected information from one store into the next without
removing this information from the original store.

In presenting our theoretical framework we will consider first the
structural features of the system (Section II) and then some of the more
generally used control processes (Section III). In both of these sections
the discussion is organized first around the sensory register, then the
short-term store, and finally the long-térm store. Thus, the outline of
Sections II and III can be represented as follows:

Sensory  Short-term Long-term
register store store

Structure Sec. ILA Sec. II,LB See, I1,C
Control processes Sec. IIILA  Sec. IIILB  Sec. II1,C

These first sections of the paper do not present a finished theory; instead
they set forth a general framework within which specific models can be
formulated. We attempt to demonstrate that a large number of results
may be handled parsimonicusly within this framework, even without
coming to final decisions at many of the choice points that occur. At
some of the choice points several hypotheses will be presented, and the
evidence that is available to help make the choice will be reviewed. The
primary goal of Sections II and III is to justify our theoretical framework
and to demionstrate that it is a useful way of viewing a wide variety of
memory phenomena.

The remaining sections of the paper present a number of precise models
that satisfy the conditions imposed by our general theoretical frame-
work. These sections also present data from a series of experiments
designed to evaluate the models. Section IV is concerned with an
analysis of short-term memory; the model used to analyze the data
-emphasizes a control process based in the short-term store which we
designate a rehearsal buffer. Section V presents several experiments that
shed some light upon processes in the long-term store, especially subject-
controlled search processes. Some of the experiments in Sections IV and
V have been reported by us and our co-workers in previous publications,
but the earlier treatments were primarily mathematical whereas the
present emphasis is upon discussion and overall synthesis.

Ifthe reader is willing to accept our overall framework on a provisional
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basis and wishes to proceed at once to the specific models and experi-
ments, then he may begin with Section IV and as a prerequisite need
only read that portion of Section III,B concerned with the rehearsal
buffer.

11. Structural Features of the Memory System

This section of the paper will describe the permanent, structural
- features of the memory system. The basic structural division is into the
three components diagrammed in Fig. 1: the sensory register, the shott-
term store, and the long-term store.

When a stimulus is presented there is an immediate regmtra.t.mn of
that stimulus within the appropriate sensory dimensions. The form of
this registration is fairly well understood in the case of the visual system
(Sperling, 1960); in fact, the particular features of visual registration
(including a several hundred millisecond decay of an initially accurate
visual image) allow us positively to identify this system as a distinct
component of memory. It is obvious that incoming information in other
sense modalities also receives an initial registration, but it is not clear
whether these other registrations have an appreciable decay period or
any other features which would enable us to refer to them as components -
of memory.

The second basic component of our system is the short-term store.
This store may be regarded as the subject’s “*working memory.” Informa-
tion entering the short-term store is assumed to decay and disappear
completely, but the time required for the information to be lost is
considerably longer than for the sensory register. The character of the
information in the short-term store does not depend necessarily upon the
form of the sensory input. For example, a word presented visually may
be encoded from the visual sensory register into an auditory short-term
store. Since the auditory short-term system will play a major role in
subsequent discussions, we shall use the abbreviation a-v-1 to stand for
auditory-verbal-linguistic store. The triple term is used because, as we
shall see, it is not easy to separate these three functions.

The exact rate of decay of information in the short-term store is
difficult to estimate because it is greatly influenced by subject-controlled
processes. In the a-v-1 mode, for example, the subject can invoke
rehearsal mechanisms that maintain the information in STS and thereby
complicate the problem of measuring the structural characteristics of
the decay process. However, the available evidence suggests that
information represented in the a-v-1 mode decays and is lost within a
period of about 15-30 seconds. Storage of information in other modalities

16



is leas well understood and, for reasons to be discussed later, it is difficult
to mssign values to their decay rates.

The last major component of our system is the long-term store. This
store differs from the preceding ones in that information stored here does
not decay and become lost in the same manner. All information eventu-
ally is completely lost from the sensory register and the short-term store,
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F1a. 1. Structure of the memory system.

whereas information in the long-term store is relatively permanent
(although it may be modified or rendered temporarily irretrievable.as
the result of other incoming information). Most experiments in the
literature dealing with long-term store have been concerned with storage
in‘the a-v-l.mode, but it is clear that there is long-term memory in ench
of the other sensory modalities, as demonstrated by an ability to recog-
nize stimuli presented to theso senses. There may even be informttion
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in the long-term store which is not classifiable into any of the sensory
modalities, the prime example being temporal memory.

The flow of information among the three systems is to a large degrée
under the control of the subject. Note that by information flow and
transfer between stores we refer to the same process: the eopymg of
selected information from one store into the next. This copying takes
place without the transferred information being removed from its
original store. The information remains in the store from which it is
transferred and decays according to the decay characteristics of that
gtore. In considering information flow in the system, we start with its.
initial input into the sensory register. The next step is a subject-controlled
scan of the information in the register; as a result of this scan and an
associated search of long-term store, selected information is introduced
into short-term store. We assume that transfer to.the Jong-term store
takes place throughout the period that information resides in the short-
term store, although the amount: and form of the transferred information
is markedly influenced by control processes. The possibility that there
may be direct transfer to the long-term store from the sensory register
is represented by the dashed line in Fig. 1; we do not know whether such
transfer occurs, Finally, there is transfer from the long-term store to the
short-term atore, mostly under the control of the subject; such transfer
occurs, for example, in problem solving, hypothesis testing, and ““think-
ing” in general.

This brief encapsulation of the system raises more questions than it
answers. Not yet mentioned are such features as the cause of the decay
in each memory store and the form of the tiansfer fanctions between the
stores, In an attempt to specify these aspects of the system, we now turn
to & more detailed outline, including a review of some relevant literature.

A. SeNsorRY REGISTER

The prime example of & sensory register is the short-term visual image
inveatigated by Sperling (1960, 1963), Averbach and Coriell (1961),
Estes and Taylor (1964, 1966), and others. As reported by Sperling
(1967), if an array of letters is presented tachistoseopically and the
subject isinstructed to write out as many letters as possible, usually about
six letters are reported. Further, a 30-second delay between presentation
and report does not cause a decrement in performance. This fact (plua
the facts that confusions tend to be based on suditory rather than
visual similarities, and that subjects report rehearsing and subvoca.hzing
the letters) indicates that the process being examined is in the a-v-1
"ghort-term store; i.e., subjects scan the visual image and transfer a
number of letters to the a-v-1 short-term store for reheusal and output.
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In order to study the registered visual image itself, partial-report
procedures (Averbach & Coriell, 1961; Averbach & Sperling, 1981;
Sperling, 1960, 1963) and forced-choice detection procedures (Estes,
1965; Estes & Taylor, 1964, 1966; Estes & Wessel, 1966) have been
employed. The partial-report method typically involves presenting a
display (usually a 3 x 4 matrix of letters and numbers) tachistoscopically
for a very brief period. After the presentation the subject is given a
signal that tells him which row to report. If the signal is given almost
immediately after stimulus offset, the requested information is reported
with good precision, otherwise considerable loss occurs. Thus we infer
that a highly accurate visual image lasts for a short period of time and
then decays. It has also been established that suceeeding visual stimula-
tion can modify or possibly even erase prior stimulation. By using a
number of different methods, the decay period of the image has been
estimated to take several hundred milliseconds, or a little more, depend-
ing on experimental conditions; that is, information cannot be recovered
from this store after a period of several hundred milliseconds.

. Using the detection method, in which the subject must report which
of two critical letters was presented in a display, Estes and Taylor (1964,
1966) and Estes and Wessel {1966) have examined some models for the
scanning process. Although no completely satisfactory models have yet
been proposed, it seems reasonably certain that the letters are scanned
serially (which letters are scanned seems to be a momentary decision of
the subject), and a figure of ahout 10 msec to scan one letter seems
generally satisfactory.

Thus it appears fairly well established that a visual stimulus Ieaves a
more or less photographic trace which decays during a period of several
hundred -milliseconds and-is subject to masking and replacement by
succeeding stimulation. Not known at present is the form of the decay,
that is, whether letters in a display decay together or individually,
probabilistically or temporally, all-or-none, or continuously. The reader
may ask whether these. results are specific to extremely brief visual
presentations; although presentations of long duration complicate
analysis (because of eye movements and physical scanning of the
stimulus), there ia no reason to believe that the basic fact of a highly
veridical image quickly decaying after stimulus offset does not hold also
for longer visual presentations. It is interesting that the stimulation
seems to be transferred from the visual image to the a-v-1 short-téerm
store, rather than to a visual short-term store. The fact that a written
report was requested may provide the explanation, or it may be that
the. visual short-term store lacks rehearsal capacrtv

There is not much one can say about registers in sensory modalities
.other than the visual. A fair amount of work has been carried out on the
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suditory system without isolating a registration mechanism com-
parable to the visual one. On the other hand, the widely differing struc-
tures of the different sensory systems makes it questionable whether we
should expect similar systems for registration.

Before leaving the sensory register, it is worth adding a few commente
about the transfer to higher order systems. In the case of the transfer
from the visual image to the a-v-1 short-term store, it seems likely that a
selective scan is made at the discretion of the subject.? As each element
in the register is scanned, a matching program of some sort is carried out
against information in long-term store and the verbal “‘name™ of the
element is recovered from long-term memory and fed into the short-term
store, Other information might also be recovered in the long-term
search ; for example, if the scanned element was a pineapple, the word,
its associates, the taste, smell, and feel of a pineapple might all be
recovered and transferred to various short-term stores. This communica-
tion between the sensory register and long-term store does not, however,
permit us to infer that information is transferred directly to long-term
store froin the register. Another intmestmg theoretical question is
whether the search into long-term store is necessary to transfer informa-
tion from the sensory register to the short-term store within a modality.
We see no a priori theoretical reason to exclude nonmediated transfer.
{For example, why should a scan or match be necessary to transfer a
spoken word to the a-v-1 short-term storet) For lack of evidence, we
leave these matters unspecified.

B. SRonT-TREM STORE

The first point to be examined in this section is the validity of the
division of memory into short- and long-tnmi stores. Workers of a
traditional bent have argued against dichotomizing memory (e.g.,
Melton, 1063; qutman, 1964). However; we feel there is much evidence
lnd:ca.tmg the parsimony and usefulness of such a division. The argument
is often given that one memory is somehow “simpler” than two; but
quite the opposite is usually the case. A good example may be found ina
comparison of the model for free recall presented in this paper and the
model proposed by Postman and Phillipa (1966). Any single-process
system making a fair attempt to explain the mass of data currently
available must, of necessity, be sufficiently complex that the term single
process becomes a misnomer. We do not wish, however, to engage in the
controversy here. We ask the reader to accept our model provisionally
until its power to deal with data becomes clear. Still, some justification

% Sperling (1960) has presentod evidence relating the type of scan used to the
subject’s performance level.
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of our decision would seem indicated at this point ‘For this reason, we
turn to what is perhaps the single most convincing demonstration of a
dichotomy in the memory system: the effecta of hippocampal lesions
reported by Milner (1959, 1966, 1968). In her words:

*‘Bilateral surgical losions in the hippocampal region, on the mesial aspect of
the temnporal lobes, produce a remarkably severe and persistent memory disorder
in human patients, the pattern of breakdown providing valuable clues to the
cerebral organization of memory. Pationts with these lesions show no loss of pre-
operatively acquired skills, and intelligence ns measured by formal tests is
unimpaired, but, with the possible exception of acquiring motor skill, they seem
largely mca.pable of addmg new information to the long-term store, Thie is true
whether acquisition is moasured by free recall, recognition, or learning with
savings. Nevertheless, the immediate registration of new input (as measured, for
example, by digit span and dichotic listening teata) appears to take place normally
and material which can be encompassed by verbal rehearsal is held for many
minutes without further loss than that entailed in ‘the initial verbalization.
Interruption of rehearsal, regardless of the nature of the distracting task, produces
immediate forgetting of what went before, and some quite simple inaterial which
cannot be categorized in verbal terms decays in 30 seconds or so, even without
an interpolateéd distraction. Material alreedy in long-terni store is unaffected hy
the lesion, except for a certain amount of retrograde amneeia for preoperative
events’’ {Milner, 19686).

Apparently, a short-term store remains to the patients, but the lesions
have produced a breakdown either in the ability to store new information
in leng-term store or to retrieve hew information from it. These patients
appear to be incapable of retaining new material on a long-term basis.?

As with most clinical research, however, there are several problems
that should be considered. First, the patients were in a general sense
abnormal to begin with; second, once the memory defect had been
discovered, the operations were discontinued, leaving only a few subjects
for observation; third, the results of the lesions seem to be somewhat
variable, depending for one tliing upon the size of the lesion, the larger
lesions giving rise to the full syndrome. Thus there are only a few
patients who exhibit the deficit described above in full detail. As startllng
as these patients are, there miglit be a temptation to discount them as
anomalies but for t.he following additional findings. Patients who had

3 A related defeet, called Korsukoff ‘s ayndrome, has been known for many yoars.
Pationts sufforing from this abnormal condition are anable to retain now events for
longer than a few secnnds or minutes (0.g., they cannot reenll the meal they have
just eaten or recognizo tho face of the doctor wha treated them & few mintes
earlier}, but thoir memory for events and peoploe prior to thuir illnoss remaine
largoly unimpairod and thoy can perform adequately on tests of immediato
memory span. Roecont evidonco suggoats that Korsakoff's syndromo is relatod te
damage of brain tisaue, frequently as the result of chronic sleoholism, in the
hippocampal region and the mammillary body. (Barbizet, 1963).
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known damage to the hippocampal area in one hemisphere were tested
for memory deficit after an.intracarotid injection of sodium amytal
temporarily inactivated the other hemisphere. Controls were patients
without known damage, and patients who received injootions inactiva-
ting their damaged side. A number of memory tests were used as a
criterion for memory deficit; the easiest consisted of presenting four
pictures, distracting the patient, and then presenting nine pictures
containing the original four. If the patient cannot identify the critical
four pictures then evidence of 'memory deficit is assumed. The results
showed that in almost all cases memory deficit occurs only after bilateral
damage; if side A is damaged and side B inactivated, memory. deficit
appears, but if the inactivated side is the damaged side, no deficit occurs.
These results suggest that the patients described above by Milner were
not anomalous cases and their memory deficits therefore give strong

support to the hypothesis of distinet short- and long-term memory
stores.

1. Mechanisms Involved in Short-Termm Store

We now turn to a discussion of some of the mechanisms involved in
tlie short-term store. The purpose of this section is not to review the
extensive literature on short-term memory, but rather to describe a few
experiments which have been important in providing a basis for our

‘model. The firat study in this category is that of Peterson and Peterson
(1959). In their experiment subjects attempted to recall a single trigram.
of three consonants after intervals of 3, 6, 9, 12, 15, and 18 seconds. The .

_trigram, presented auditorily, was followed immediately by a number,

- and the subject was instructed to count backward by three’s from that
number until he received a cue to recall the trigram. The probability of
a correct answer was nearly perfect at 3 seconds, then dropped off
rapidly and seemed to reach an asymptote of about .08 at 15-18 seconds.
Under the assumption that the arithmetic task played the role of
preventing rehearsal and had no direct interfering effect, it may be -
concluded that a consonant trigram decays from short-term store within
a period of about 15 seconds. In terms of the model, the following events
are assumed to occur in this situation: the consonant trigram enters the
visual register and is at once transferred to the a-v-1 short-term store
where an attempt is made to code or otherwise “memorize’ the item.
Such attempts terminate when attention is given o the task of countmg
baekward. In this initial period & trace of some sort is built up in‘long-
term store and it is this long-term trace which accounts for the .08

_probability correct at long intervals. Although discussion of the long-
term system will come later, one point should be noted in this context;
namely, that the long-term trace should be more powerful the more
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repetitions of the trigram before arithmetic, or the longer the time before
urithmetic. These effects were found by Hellyer (1962); that is, the
model predicts the probability correct curve will reach an asymptote
that reflects long-term strength, and in the aforementioned experiment,
the more repetitions before arithmetic, the higher the asymptote.

It should be noted that these findings tie in nicely with the resuits from
a similar experiment that Miiner (1968) carried out on her patients.
Stimuli that could not be easily coded verbally were used ; for example,
clicks, light flashes, and nonsense figures. Five values were assigned to
each stimulus; a test consisted of presenting a particular value of one
stimulus, followed by a distracting task, followed by another value of
the stimulus. The subject was required to state whether the two stimuli
were the same or different. The patient with the most complete memory
deficit was performing at & chance level after 60 seconds, whether or not
a distracting task was given. In terms of the model, the reduction to
chance level is due to the lack of a long-term store. That the reduction
occurred even without a distracting task indicates that the patient
could not readily verbalize the stimuli, and that rehearsal in modes
" other than the verbal one was either not posgible or of no value. From
this view, the better asymptotic performance .demonstrated by normal
subjects on the same tasks (with or without distraction) would be
attributed to a long-term trace. At the moment, however, the conclusion
that rehearsal is.lacking in nonverbal modes can only be considered a
highly tentative hypothesis.

We next ask whether or not there are short-term stores other than in
the a-v-l mode, and if so, whether they have a comparable structure. A
natural approach to this problem would use stimuli in different sense
modalities and compare the decay curves found with or without & dis-
tracting task. If there was reason to believe that the subjects were not
verbally encoding the stimuli, and if a relativeiy fast decay curve was
found, then there would be evidence for a short-term memory in that
modality. Furthermore, any difference between the control group and
the group with a distracting task should indicate the existence of a -
rehearsal mechanism. Posner (1966) has undertaken several experi-
ments of this sort. In one experiment the subject saw the position of a
circle on a 180-mm line and later had to reproduce it; in another the
subject moved a lever in & covered box a certain distance with only
kinesthetic feedback und latér tried to reproduce it. In both cases,
testing was performed at 0, 5, 10, and 20 seconds; the interval was filled
with either rest, or one of three intervening tasks of varving difficulty.
These tasks, in order of increasing difficulty, cousisted of reading
numbers, adding numbers, and classifying numbers into categories. For
the kinesthetic task there waus a deeline in performance over 30 seconds,



but with no obvious differences among the different intervening condi-
tions. This could be taken as evidence for a short-term kinesthetic
memory without a rehearsal capability. For the visual task, on the other
hand, there was a decline in performance over the 30 seconda only for
the two most difficult intervening tasks; performance was essentially
constant over time for the other conditions. One possibility, difficult to
ruleout, is that the subjects’ performance was based on a verbal encoding’
of the visual stimulus. Posner tends to doubt this possibility for reasons
that include the accuracy of the performance. Another poesibility is that
there is a short-term visual memory with a rehearsal component; this
hypothesis seems somewhat at variance with the results from Milner’s
patient who performed at chance level in the experiment cited above.

Inasmuch as the data reported by Posner (1966) seem to be rather
variable, it would probably be best to hold off a decigion on the question
of rehearsal capability until further evidencs is in.

2. Characteristics of the a-v-l Short-Term Store

We restrict ourselves in the remainder of this section to a discussion
of the characteristics of the a-v-1 short-term store. Work by Conrad
(1964) is particularly interesting in this regard. He showed that con-
fusions among visually presented letters in a short-term memory task
are correlated with the confusions that subjects make when the same
letters are read aloud in a noise background; that is, the letters most
confused are those sounding alike. This might suggest an auditory
short-term store, essentially the a.udxtory portion of what has been called
to this point an a-v-1 store. In fact, it is very diffioult to separate the
verbal and linguistic aspects from the auditory ones. Hintzman (1965,
1967) has argued that the confusions are based upon similar kinesthetic
feedback patterns during subvocal rehearsal. When subjects were given
white noise on certain trials, several could be heard rehearsing the items
aloud, suggesting subvocal rehearsal as the usual process. In addition,
" Hintzman found that confusions were based upon both the voicing
qualities of the letters and the plaoe of articulation.' The place-of-
articulation errors indicate confusion in kinesthetic feedback, rather
than in hearing. Nevertheiess, the errors found cannot be definitely
assigned to a verbal rather than an auditory cause until the range of
auditory confusions is examined more thoroughly. This discussion
should make it clearthat it is difficult to distinguish between the verbal,
auditory, and linguistic aspects of short-term memory ; for the purposes
of this paper, then, we group the three together into one short-term
memory, which we have called the a-v-1 short-term store. This store will
henceforth be labeled STS. (Restricting the term STS to the a-v-1 mode
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does not imply that there are not other short-term memories with
similar properties.)

The notation system should be made clear at this point. As just noted,
STS refers to the aunditory-verbal-lingunistic short-term store. LTS will
refer to the comparable memory in long-term store. It is important not
to confuse our theoretical constructs STS and LTS (or the more general
terms short-term store and long-term store) with the terms short-term
memory (STM) and long-term memory (LTM) used in much of the
psychological literature. These latter terms have come to take on an
operational definition in the literature; STM refers to the memory
examined in experiments with short duratlons or single trials, and LTM

to the memory examined in long-duration experiments, typically list
learmng, or multiple-list learning experiments. According to our general
theory, both STS and LTS are active in both STM and LTM experiments.
It is important to keep these terms clear lest confusion results. For
example, the Keppel and Underwood (1962) finding that performance
in the Peterson situation is better on the first trials of a session has been
appropriately interpreted as evidence for proactive interference in
short-term memory (STM). The model we propose, however, attributes
the effect to changes in the long-term store over the session, hence
placing the cause in LTS and not STS. _

At this point a finished model would set forth tho structural charac-
teristics of STS. Unfortunately, despite a large and growing hedy of
experiments concerned with short-term memory, our know ledge about
its structure is very limited. Control processes and structural features
are 8o complexly interrelated that it is difficult to isolate those aspects
of the data that are due sclely to the structure of the memory system.
Consequently, this paper presumes only a minimal structure for STS:
we assume & trace in STS with auditory or verbal components which
decays fairly rapidly in the absence of rehearsal, perha.ps within 30
seconds. A few of the more promising possibilities concerning the precise
nature of the trace will be considered next. Because most workers in this
area make no particular distinction between traces in the two systems,
the comments to follow are relevant to the memory. trace in the long-
term as well as the short-term store.

Bower {1967a) has made a significant exploration of the nature of the
trace. In his paper, he has demonstrated the usefulness of models based
on the assumption that the memory trace consists of a number of pieces
of information (possibly redundant, correlated, or in error, as the case
may be), and that the information ensemble may Le construed as a
multncompqnent vector, While Bower makes a strong case for such a
viewpoint, the details arc too lengthy to review here. A somewhat
different approach has been proposed by Wickelgren and Norman (1966)



who view the trace as a unidimensional strength measure varying over
time. They demonstrate that such a model fits the results of certain
types of recognition-memory experiments if the appropriate decay and
retrieval assumptions are made. A third approach is based upon a
phenomenon reported by Murdock (1966), which has been given a
theoretical analysis by Bernbach (1967). Using methods derived from
the theory of signal detectability, Bernbach found that there was an
all-or-none aspect. to the confidence ratings that subjects gave regarding
the correctness of their response. The confidence ratings indicated that
an answer was either ‘“‘correct’ or “in error’ as far as the subject could
tell; if intermediate trace strengths existed, the subject was not able to
distinguish between them. The locus of this all-or-none feature, however,
may lie in the retrieval process rather than in the trace; that is, even if
trace strengths vary, the result of a retrieval attempt might always be
one of two distinet outcomes: a success or a failure. Thus, one cannot
rule out models that assume varying trace strengths. Our preference is
to consider the trace as a multicomponent array of information (which
we shall often represent in experimental models by a unidimensional
strength measure), arrd reserve judgment on the. locus of the all-or-none
aspect revealed by an analysis of confidence ratings.

There are two experimental procedures which might be expected to
shed some light on the decay characteristics of STS and both depend
upon controlling rehearss1; one is similar to the Peterson raradigm in
which rehearsal is controlied by an intervening activity and the other
involves a very rapid presentation of items followed by an immediate
test. An example of the former procedure is Posner's (1966) experiment
in which the difficulty of the intervening activity was varied. He found
that as the difficulty of an intervening task increased, accuracy of recall
decreased.

Although this result might be regarded as evidence that decay from
8T8 is affected by the kind of intervening activity, an alternative
hypothesis would aseribe the result to a reduction in rehearsal with more
difficult intervening tasks. It would be desirable to measure STS decay
when rehearsal is completely eliminated, but it has proved difficult to
establish how much rehearsal takes place:duiing various intervening
tasks.

Similar problems arise when attempts are made to control rehearsal
by inereasing presentation rates. Even at the fastest conceivable
presentation rates subjects can rehearse during presentation if they
attend to only a portion of the incoming items. In general, experiments
manipulating presentation rate have not proved of value in determining
decay characteristics for STS, primarily because of the control processes
the subject brings into play. Thus Waugh and Norman (1965) found no
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difference between 1-second and 4-second rates in their probe digit
experiment; Conrad and Hille (1058) found improvement with faster
rates; and Buschke and Lim (1967) found increases in the amount of
primacy in their missing-span serial position curves as inputrateincreased
from one item per second to four items per second. Complex results of
this sort make it difficult to determine the structural decay character-
istics of STS. Eventually, models that include the control processes
involved in these situations should help clarify the 8T8 structure.

3. Transfer from ST'S to LTS

The amount and form of information transferred from 8TS to LTS is
primarily a function of control processes. We will assume, however, that
transfer itself is an unvarying feature of the system; throughout the
period that information resides in the shurt-term store, transfer takes
place to long-term store. Support for such an assumption is given by
studies on incidental learning which indicate that learning takes.place
even when the subject is not trying to store material in the long-term
wtore. Better examples may be the experiments reported by Hebb (1961)
and Melton (1963). In these experiments subjects had to repeat sequences
of digits. If a particular sequence was presented every several trials, it
wag gradually learned. Tt may be assumed that subjects in this situation
attempt to perform solely by rehearsal of the sequence within STS;
nevertheless, transfer to LTS clearly takes place. This Hebb-Melton
procedure is currently being used to explore transfer characteristics in.
some detail. R, L. Colien and Johansson (1967}, for example, have found
that an overt response to the repeated sequence was necessary for
improvement in performance to oceur in this situation ; thus information
transfer is accentuated by overt responses and appears to be quite weak
if no response is demanded,

The form of the 8TS-LTS transfer may be probabilistic, continuous,
or some combination; neither the literature nor our own data provide a
firm basis for making a deeision. Often the form of the information to be
remembered and the type of test used may dictate a particular transfer
process, ag for example in Bower’s (1961) rescarch on an atl-or-none
paired-associate learning madel, but the issue ix nevertheless far from
gettled. In fact, the changes in the transfer process induced by the
subject effectively alter the transfer function form experimetit to
experiment, muking a search for o aniversal, wnchanging process
unproductive. '

"(. Long-TERM STORR

Beeause it is easiest to test for recall in the a-v-l mude, this part of
fong-term store has been the most extensively studied, 1t i elear, how-
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ever, that long-term memory exists in each of the sensory modalities;

this is shown by subjects’ recognition capability for smells, taste, and so
on. Other long-term information may be stored which is not necessarily
related to any of the sensory modalities. Yntema and Trask (1963), for
example, have proposed that temporal memory ia stored-in the form of
“time-tags.” Once again, however, lack of data forces us to restrict our
attention primarily to the a-v-1 mode, which we have designated LTS.

First a number of possible formulatlons of the LTS trace will be con-
sidered. The simplest hypothesis is to assume that the trace is all-or-
none; if a trace is placed in memory, then a correct retrieval and response
will occur. Second-guessing experiments provide evidence concerning
an hypothesis of this sort.

Binford and Gettys (1965) presented the subject with a number of
alternatives, one of which was the correct answer. If his first response is
incorrect, he picks again from the remaining alternatives. The results
indicate that second guesses are correct well above the chance level to be
expected if the subject were guessing randomly from the remaining
alternatives. This result rules out the simple trace model described above
because an-all-or-none trace would predict second guesses to be at the
chance level. Actually, the above model was a model of both the form
of the trace and the type of retrieval. We can expand the retrieval
hypothesis and still Jeave open the possibility of an all-or-none trace.
For example, in searching for a correct all-or-none trace in LTS, the
subject might find a similar but different trace and mistakenly terminate
the search and generate an answer; upon being told that the answer is
wrong the subject renews the search and may find the correct trace the
next time. Given this hypothesis, it would be instructive to know
whether the results differ if the subjeot must rank the response alterna-
tives without being given feedback after each choice. In this case all the
alternatives would be ranked on the basis of the same search of LTS; if
the response ranked second waa still above chance, then it would become
difficult to defend an all-or-none trace.

A second source of information about the nature of the trace comes
from the tip-of-the-tongue phenomenon examined by Hart (1965),
R. Brown and McNeill (1966}, and Freedman and Landauer (1966). This
phenomenon refers to a person’s ability to predict accurately that he
will be able to recognize a correct answer even though he cannot recall
it at thg moment. He feels as if the correct answer were on the *‘tip of the
tongue.” Experiments have shown that if subjects who cannot recall an
answer are asked to estimate whether they will be able to choose the
correct answer from a set of alternatives, they often show good accuracy
in predicting their success in recognition. One explanation might be that
the subject recalls some information, but not enough to generate an



answer and feels that this partial information is likely to be sufficient to
choose among a set of alternatives. Indeed, Brown and McNeill found
that the initial sound of the word to be retrieved was often correctly
recalled in cases where a correct identification was later made. On the
other hand, the subject often is absolutely certain upon seeing the

correct response that it is indeed correct. This might indicate that some
" new, relevant information has become available after recognition. In
any case, a simple trace model can probably not handle these results. A
class of models for the trace which can explain the tip-of-the-tongue
phenomenon are the multiple-copy models suggested by Atkineon and
Shiffrin (1965). In these schemes there are many traces or copies of
information laid in long-term store, each of which may be either partial
or complete. In a particular search of LTS perhaps only a small number
or just one of these copies is retrieved, none complete enough to generate
the correct answer; upon recognition, however, access is gained to the
other copies, presumably through some associative process. Some of
these other copies contain enough information to make the subject
certain of his choice. These multipie-copy memory models are described
more fully in Atkinson and Shiffrin (1965).

The decay andjor interference characteristice of LTS have been
studied more intensively over the past 50 years than any other aspect
of memory. Partly for this reason a considerable body of theory has
been advanced known as interference theory.* We tend to regard this
theory as descriptive rather than explanatory; this statement is not
meant to detract from the value of the theory as a whole, but to indicate
that a search for mechanisms at a deeper level might prove to be of
value. Thus, for example, if the interfering effect of a previously learned
list upon recall of a second list increases over time until the second list
is retested, it is not enough to accept “proactive interference increasing
over time” as an explanation of the effect; rather one should look for
the underlying search, storage, and retrieval mechanisms responsible.

We are going to use a very restricted definition of interference in the
rest of this paper; interference will be considered a structural feature of
memory not under the control of the subjéct. It will refer to such possi-
bilities as disruption and loss of information. On the other hand, there
are search mechanisms which generate effects like those of structural
interference, but which are control processes. Interference theory, of
course, includes both types of pussibilities, but we prefer to break down
interference effects into those which are structurally based, and those
under the control of the subject. Therefore the term interference is used
henceforth to designate a structural feature of the long-term system.

4 For an overviow of interforence theory soe Postman (1961),



It is important to realize that often it is pussible to explain a given
phenomenon with either interference or search notions. Although both
factors will usually be present, the experimental situation sometimes
indicates which is more important. For example, as we shall see in
Section V, the decrease in the percentage of words recalled in a free
verbal-recall experiment with increases in list length could be due either
to interference between items or to a search of decreasing effectiveness
a8 the number of items increase. The typical free recall situation, how-
ever, forces the subject to engage in a search of memory at test and
indicates to us that the search process is the major factor. Finally, note
that the interference effect itself may take many forms and arise in &
number of ways. Information within a trace may be destroyed, replaced,
or lessened in value by subsequent information. Alternatively, informa-
tion may never be destroyed but may become irretrievable, temporarily
or permanently.

In this section an attempt has been made to establish a reasonable
basis for at least three systems-—the sensory register, the short-term
store, and the long-term store; to indicate the transfer characteristics
between the various stores; and to consider possible decay and inter-
ference functions within each store.

III. Control Processes in Memory

The term conirol process refers to those processes that are not per-
manent features of memory, but are instead transient phenomena under
the control of the subject; their appearance depends on such factors as
instructional set, the experimental task, and the past history of the
subject. A simple example of a control process can be demonstrated in a
paired-associate learning task involving a list of stimuli each paired with

.either an A or B response (Bower, 1961), The subject may try to learn
each stimulus-response pair as a separate, integral unit or he may adopt
the more efficient strategy of anawering B to any item not remembered
and attempting to remember only the stimuli paired with the A response.
This latter scheme will yield a radically different pattern of performance
than the former; it exemplifies one rather limited control process. The
various rehearsal strategies, on the other hand, are examples of eontrol
processes with almost universal applicability.

Since subject-controlled memory processes include any schemes,
coding techniques, or mnemonics used by the subject in his effort to
remember, their variety is virtually unlimited and classification becomes
difficult. Such classification as is possible arises because these processes,
while under the voluntary control of the subject, are nevertheless
dependent upon the permanent memory structures described in the
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previous seetion. This section therefore will fullow thr format of Section
11, organizing the control processes into those primarily associated with
the sensory register, STS, and LTS. Apart from this, tho presentation
will be somewhat fragmentary, drawing upon examples from many
disparate experiments in an attempt to emphasize the variety, pervasive-
ness, and importance of the subject-controlled processes,

A. CoNTROIL PROCESSES IN THE SENSORY REGISTER

Because a large amount of information enters the sensory register and
then decays very quickly, the primary function of control processes at
this level is the selection of particular portions of this information for
transfer to the short-term store. The first decision the subject must make
concerns which sensory register to attend to. Thus, in experiments with
simultancous’” inputs from several sensory channels, the subject can
readily report-information from a given sense modality if so instructed
in advance, but his accuracy is greatly reduced if instructions are
delayed until after presentation. A related attention process is the
transfer to 8T8 of a selected portion of a large information display within
a sensory modality. An example to keep in mind here is the scanning
process in the visual registration system. Letters in a tachistoscopically
presented display may be scanned at a rate of about 10 mseq a letter, the
form of the scan being under the control of the subject. Sperling (1960)
found the following result. When the signal identifying which row to
report from a matrix of letters was delayed for an interval of time
following stimulus offset, the subjects developed two observing strate-
gies. One strategy consisted of obeying the experimenter’s instructions
to pay equal attention to all rows; this strategy resulted in evenly
distributed errors and quite poor performance at long delays. The other
strategy consisted of anticipating which row would be tested and
attending to only that row; in this case the error variance is increased
but performance is better at longer delay intervals than for the other
strategy. The subjects were aware of and reported using these strategies,
For example, one oxperienced subject reported switching from the first
to the second strategy in an cffort to maximize performance when the
delay between prosentation and report rose above .15 scconds. The
graph of his probability of a correct response plotted against delay
interval, while generally decreasing with delay, showed a dip at about
.15 seconds, indicating that he did not switch strategies soon enough for
optimal performance.

The decisions as to which sensory register Lo attend to, and where and
what to scan within the system, are not the only choices that must be
made at this level. There are a number of strategies available to the
subject for matohing information in the register against the long-term
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store and thereby identifying the input. In an experiment by Estes and

Taylor (1966) for example, the subject had to decide whether an F or B
was embedded in a matrix display of letters. One strategy would have
the subject scan the letters in order, generating the ‘“name” of each
letter and checking to see whether it is a B or an . If the scan ends
before all letters are processed, and no B or F has been found, the subject
would presumably guess according to some bias. Another strategy
might have the subject do a features match on each letter against B and
then F, moving -on a8 soon as & difference is found; in this strategy it
would not be necessary to scan all features of each letter (i.é., it would
not be necessary to generate the name of each letter). A third strategy
might have the subject compare with only one of the crucial letters,
guessing the other if a matoh is not found by the time the scan terminates.

B. CoNTROL PROCESSES IN SHORT-TERM STORE
1. Storage, Search, and Retrieval Strategies

Search processes in 8TS, while not ag elaborate as those in LTS because
of the smaller amount of information in STS through which the search
must take place, are nevertheless important. Since information in STS
in excess of the rehearsal capability is decaying at a rapid rate, a search
for a particular datum must be performed quickly and efficiently. One -
indirect method of examining the search process consists of comparing
the results of recognition and recall experiments in which STS plays the
major role. Presumably there is a search component in the recall situation
that is absent in the recognition situation. It is difficult to come to strong
conclusions on this basis, but recognition studies such as Wickelgren and
Norman (1966) have usually given rise to less complicated models than
comparable recall experiments, indicating that the search component in
STS might be playing a large role.

One result indicating that the STS search occurs along ordered
dimensions is based upon. binaural stimulus presentation (Broadbent,
1954, 1956, 1958). A pair of items is presented, one to each ear simul-
taneously. Three such pairs are given, one every half second. Subjecta
perform best if asked to report the items first from one ear and then the
other, rather than, say, in pairs. While Broadbent interprets these
results in terms of a postulated time needed to switch attention from
one ear to the other (a control process in itself), other interpretations are
possible. In particular, part of the information stored with each item
might include which ear was used for input. This information might then
provide a simple dimension along which to search STS and report during
recall. Another related possibility would have the subject group the
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items along this dimension during presentation. In any case we would
expect similar results if another dimension other than “sides” (which
ear) were provided. Yntema and Trask {1963) used three word-number
pairs presented sequentially, one every half second; one member of a
pair was presented to one ear and the other member to the other ear.
There were three conditions: the first in which three words were pre-
sented consecutively on one side (and therefore the three numbers on
the other), the second in which two words and one-number were presented
consecutively on one side, the third in which a number separated the
two words on one side. Three test conditions were used: the subject was
asked to report words, the numbers (types); or to report one ear followed
by the other (sides); or the simultaneous pairs in order (pairs). The
results are easy to describe. In terins of probability correct, presentation
condition one was best, condition two next, and condition three worst.
For the test conditions, “types” yielded the highest probability of
correct response, followed by ‘‘sides” and then “pairs.” “‘Sides’ being
better than ‘‘pairs” was one of the resuits found by Broadbent, but
*‘types” being even better than “sides” suggests that the organization
along available dimensions, with the concomitant increase of efficiency
in the search process, is the dominant, factor in the sttuation.

One difficulty in studying the search process in STS is the fact that
the subject will perform perfectly if the number of items presented is
within his rehearsal span. Sternberg (1968) has overcome this difficulty
by examining the latency of responses within the rehearsal span. His
typical experiment consists of presenting from one to six digits to the
sibject at the rate of 1.2 seconds each. Following a 2-second delay, a
single digit is presented and the subjects must respond ‘‘yes” or “no”
depending on whether or not the test digit was a member of the set just
presented. Following this response the subject is required to recall the
complete set in order. Since the subjects were 88.7%, correct on the
recognition test and 98.6 %, correct on the recall test, it may be assumed
that the task was within their rehearsal span. Interesting results were
found in the latencies of the recognition responses: there was a linear
increase in latency as the set size increased from one to six digits. The
fact that there was no difference in latencies for “yes” versus ‘‘no”
responses indicates that the search process in this situation is exhaustive
and does not terminate the moment a match is found. Sternberg con-
cludes that the subject engages in an exhaustive serial comparisron
process which evaluates elements at the rate of 25 to 30 per second. The
high processing rate makes it seem likely that the rehearsal the subjects
report is not an integral part of the scanning process, but instead main-
tains the image in STS so0 that it may be scanned at the time of the test.
This conclusion depends npon accepting as a reasonable rehearsal rate
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for digits the values reported by Landauer (1962) which were never
higher than six per second.

Buschke’s {1963) missing-span method provides additional insight into
search and retrieval Processes in 8T8. The missing-span procedure
congists of presenting in a random order all but one of a previously
specified set of digits; the subject is then asked to report the missing
digit. This technique eliminates the output interference associated with
the usual digit-span studies in which the entire presented set must be
reported. Buschke found that subjects had saperior performance on &
missing-span task as compared with an identical digit-span task in which
all of the presented items were to be reported in any order. A natural
hypothesis would explain the difference in performance as being caused
by output interference; that is, the multiple recalls in the digit-span
procedure produce interference not seen in the single test procedure of
the missing span. An alternative explanation would hold that different
storage and search strategies were being employed in the two situations.
Madsen and Drucker (1966) examined this question by comparing test
instructions given just prior to or inmediately following each presenta-
tion sequence; the instructions specify whether the subject is to report
the set of presented digits or simply to report the missing digit. Qutput
interference would imply that the difference between missing-span and
digit-span would hold up in both cases. The results showed that the -
missing-span procedure with prior instructions was superior to both
missing-span and digit-span with instructions following presentation ; the
latter two conditions produced equal results and were superior to digit-
span with prior instructions. It seems clear, then, that two storage and
search strategies are being used: a missing-span type, and a digit-span
type. Prior instructions (specifying the form of the subject’s report) lead
the subject to use one or the other of these strategies, but instructions
following presentation are associated with a mixture of the two strategies,
It appeared in this case that the strategies differed in terms of the type
of storage during presentation; the digit-span group with prior instruc-
tions tended to report their digits in their presentation order, while the
digit-span group with instructions after presentation more often
reported the digits in their numerical order. This indicates that the
missing-span strategy involved checking off the numbers as they were
presented against a fixed, numerically ordered list, while the digit-span
strategy involved rehearsing the itemns in their presented order. It is
interesting to note that if the subjects had boen aware of the superiority
of the missing-span strategy, they could have used it in the digit-span
task also, since the two types of tests called for the same information.

It should be noted that retrieval from STS depends upon a number of
factors, some under the control of the subject and some depending upon

34



the decay characteristics of STS, If the decay is pariial in some sense, so
that the trace containa only part of the information necessary for direct
cutput, then the problem arises of how the partial information should
be used to generate a response. In this case, it would be expected that the
subject would then engage in a search of LTS in an effort to match or
recognize the partial information. On the other hand, even though
traces may decay in a partial manner, the rehearsal capability can hold
a solect sot of items in a state of immediate recall availability and thereby
impart to these items what is essentially an all-or-none status, It is to this
rehearsal process that we now turn.

2. Rehearsal Processes

‘Rehearsal is one of the most lmporta.nt factors in experiments on
human memory. This is particularly true in the laboratory because the
concentrated, often meaningless, memory tasks usod increase the
relative efficacy of rehearsal as compared with the longer term coding
and associative processes. Rehearsal may be less pervasive in everyday
memory, but nevertheless has many uses, as Broadbent (1958) and
others have pointed out. Such examples as remembering a telephone
number or table-tennis score serve to illustrate the primary purpose of
rehearsal, the lengthening of the time period information stays in the
short-term store. A second purpose of rehearsal is illustrated by the fact
that even if one wishes to remember a tolephone number permanently,
one will often rehearse the number several times. This rehearsal serves
the purpose of increasing the strength built up in a long-term store, both
by increasing the length of stay in 8TS (during which time.a trace is
built up in LTS) and by giving coding and other storage processes-time
to operate. Indeed, almost any kind of operation on an array of informa-
tion (such as coding) can be viewed as a form of rehearsal, but this paper
reserves the term only for the duration-lengthening repetition process.

In terms of STS structure, we can imagine that each rehearsal regener-
ates the ST'S trace and thereby prolongs the decay. This does not imply
that the entiro information ensemble available in STS immediately after
‘presentation is regenerated and maintained at each rehearsal. Only that
information selected by the subject, often a small proportmn of the
initial ensemble, is maintained. If the word “cow™ is presented, for
example, the sound of the word cow will enter 8TS; in addition, asso-
ciates of cow, like milk, may be retrieved from LTS and also entered in
STS; furthermore, an image of a cow may be entered into a short-term
visual store. In succeeding rehearsals, however, the subject may rchearse
only the word “cow” and the iliitial associates will decay and be lost.
The process may be similar to the loss of meaningfulness that occurs when
s word is repeated over and over (Lambert & Jakobovitz, 1960).
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An interesting question concerns the maximum number of items that
can be maintained via rehearsal. This number will depend upon the rate
of STS decay and the form of the trace regenerated in STS by rehearsal.
With almost any reasonable assumptions about either of these processes,
however, an ordered rehearsal will allow the greatest number of items to
be maintained. To give a simple example, suppose that individual items
take 1.1 seconds to decay and may be restarted if rehearsal begins before
decay is complete.Suppose further that each rehearsal takes .25 seconds.
It is then clear that five items may be maintained indefinitely if they are
rehearsed in a fixed order over and over. On the other hand, a rehearsal
scheme in which items are chosen for rehearsal on a raindom basis will
quickly result in one or more items decaying and becoming lost. It would
be expected, therefore, that in situations where subjects are relying
primarily upon their rehearsal capability in STS, rehearsal will take
place in an ordered fashion. One such situatien, from which we can derive
an estimate of rehearsal capability, is the digit-span task. A series of
numbers is read to the subject who is then required to recall them, usually
in the forward or backward order. Because the subject has a long-term
store which sometimes can be used to supplement the short-term
rehearsal memory, the length of a seriés which can be correctly recalled
may exceed the rehearsal capacity. A lower limit on this capacity can be
found by identifying the series length at which a subject never errs; this
series length is usually in the range of five to eight numbers.®

The above estimates of rehearsal capability are obtained in a discrete-
trial situation where the requirement is to remember every item of a
small input. A very similar rehearsal strategy can be employed, however,
in situations such as free recall where a much greater number of items is
input than rehearsal can possibly encompass. One strategy in this case
would be to replace one of the items currently being rehearsed by each
new item input. In this case every item would receive at least some
rehearsal. Because of input atid reorganization factors, which un-
doubtedly consume some time, the rehearsal capacity would probably be
reduced. It'should be clear that under this scheme a constant number of
items will be undergoing rehearsal at any one moment. As an analogy,
one might think of a bin always containing exactly n items; each new
item enters the bin and knocks out an item already there. This process
has been called in earlier reports a *‘rehearsal buffer,” or simply a
“buffer,” and we will use this terminology here (Atkinson & Shiffrin,
1965).

5 Wickelgren (1965) has examined rehearsal in the digit-span task in greater
detail and found that rehearsal capacity is a function of the groupings engaged in
by the subject; in particular, rehearsal in distinct groups of three was superior to
rehearsal in four's and. five's.
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In our view, the maintenance and use of the buffer is a proceas entirely
under the control of the subject. Presumably a buffer is set up and used
in an attempt to maximize performance in certain situations. In setting
up a maximal-sized buffer, however, the subject is devoting all his effort
to rehearsal and not engaging in other processes such as coding and
hypothesis testing. In situations, therefore, where coding, long-term

search, hypothesis testing, and other mechanisms appreciably improve
- performance, it is likely that a trade-off will ocour in which the buffer
gize will be reduced and rehearsal may even become somewhat random
while coding and other atrategies increase.

At this point we want to discuss various buffer operations in greater
detail. Figure 2 illustrates a fixed-size buffer and its relation to the rest
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Fiq. 2. The rehearsal buffor and its relation to the memory system.
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of the memory system. The content of the buffer is constructed from
items that have entered STS, itemns which have been input from the
sensory register or from LTS. The arrow going toward LTS indicates
that some long-term trace is being built up during an item’s stay in the
buffer. The other arrow from the buffer indicates that the input of a new
item into the buffer causes an item currently in the buffer to be bumped
out; this item then decays from STS and is lost (except for any trace
which has accumulated in LTS during its stay). An item dropped from
the buffer is likely to decay more quickly in STS than a newly presented
item which has just entered 8TS. There are several reasons for this. For
one thing, the item is probably already in some state of partial decay
when dropped; in addition, the information making up an item in the
buffer is likely to be only a partial copy of the ensemble present immedi-
ately following stimulus input,

There are two additional processes not shown in Fig. 2 that the subject
can use on appropriate occasions, First, the subject may-decide not to
enter every item into the buffer; the reasons are manifold. For example,
the items may be presented at a very fast rate so that input and re-
organization time encroach too far upon rehearsal time. Another
possibility is that some combinations of items are particularly easy. to
rehearse, making the subject loath to break up the combination. In fact,
the work involved in mtroducmg & new item into the buffer and deleting
an old one may alone give the subject incentive to keep the buffer
unchanged. Judging from these remarks, the choice of which items to
enter into the buffer is based on momentary characteristics of the current
string of input items and may appear at times to be essentially random.

The second process not diagrammed in Fig. 2 is the choice of which
item to eliminate from the buffer when a new item is entered. There are
several possibilities. The choice could be random ; it could be based upon
the state of decay of the current items; it could depend upon the ease of
rehearsing the various items ; most important, it could be based upon the
length of time the various items have resided in the buffer. It is not
unreasonable that the subject knows which items he has been rehearsing
the longest, as he might if rehearsal takes place in & fixed order. It is for
this reason that the slots or positions of the buffer have been numbered
consecutively in Fig. 2; that is, to indicate that the subject might have
some notion of the relative recency of the various items in the buffer.

The experimental justification for these various buffer mechanisms
will be presented in Section IV. It should be emphasized that the subjoct
will use a fixed-size buffer of the sort described here only in select situn-
tions, primarily those in which he feels that trading off rehearsal time
for coding and other longer term control processes would not be fruitful.
To the extent that long-term storage operations prove to be successful



a8 compared with rehearsal, the structure of the rehearsal mechanism
will tend to become impoverished. One other point concerning the buffer
should be noted. While this paper consistently considers a fixed-size
short-term buffer as a rehearsal strategy of the subject, it ia possible to
apply a fixed-size model of & similar kind to the structure of the short-
term system as a whole, that is, to consider a short-term buffer as a
permanent feature of memory. Waugh and Norman (1965), for example,
have done this in their paper on primary memory. The data on the
structure of STS is currently so nebulous that such an hypothesis can be
neither firmly supported nor rejected.

3. Coding Processes and Transfer between Short- and Long-Term Sitore

It should be evident that there is a close relationship between the
short- and long-term store. In general, information entering STS comes
direotly from LTS and only indirectly from the sensory register. For
example, a visually presented word cannot be entered into STS ag an
auditory-verbal unit until a long-term search and match has identified
the verbal representation of the visual image. For words, letters, and
highly familar stimuli, this long-term search and match process may be
executed very quickly, but one can imagine unfamiliar stimuli, such as,
say, & nonsense scribble, where considerable search might be necessary
before a suitable verbal representation is found to enter into STS. In
such cases, the subject might enter the visual image direetly into his
short-term visual memory and not attempt a verbal coding operation.

Transfer from STS to LTS may be considered a permanent feature of
memory; any information in STS is transferred to LTS to some degree
throughout its stay in the short-term store. The important aspect of this
transfer, however, is the wide variance in-the amount and form of the
transferred information that may be induced by control processes. When
the subject is concentrating upon rehearsal, the information transferred
would be in a relatively weak state and easily subject to interference.
On the other hand, the subject may divert his effort from rehéarsal to
various coding operations which will increase the strength of the stored
information. In answer to the question of what is a coding process, we
can most generally state that a coding process is a select alteration
and/or addition to the information in the short-term stote as the result
of a search of the long-term store. This change may. take a number of
forms, often using strong preexisting associations already in long-term
store. A number of these coding possibilities will be considered later.

Experiments may be roughly classified in terms of the control opera-
tions the subject will be led to use. Concept formation problems or tasks
where there is a clear solution will lead the subject to strategy selection
and hypothesis-testing procedures (Restle, 1964). Experiments which
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do not involve problem solving, where there are a large number of easily
coded items, and where there is a long period between presentation and
test, will prompt the subject to expend his efforts on long-term coding
operations. Finally, experiments in which memory is required, but long-
term memory is not efficacious, will lead the subject to adopt rehearsal
strategies that maintain the information the limitéd period needed for
the task. Several examples of the latter experiment will be examined
in this paper; they are characterized by the fact that the responses
assigned to particular stimuli are continually changing, so that coding
of a specific stimulus-response pair will prove harmful to succeeding
pairs using the same stimulus. There are experiments, of course, for
which it will not be possible to decide on a priori grounds which control
processes are being used. In these cases the usual identification pro-
cedures must be used, including model fits and careful questioning of
the subjects.

There are other short-term processes that do not fit easily into the
above classification. They include grouping, organizing, and chunking
strategies. One form that organizing may take is the selection of a subset
of presented items for special attention, coding and/or rehearsal. This
selection process is clearly illustrated in a series of studies on magnitude
of reward by Harley (19654, 1965b). Items in & paired-associate list were
given two monetary incentives, one high and one low. In one experiment
the subjects learned two paired-associate lists, one consisting of all high
incentive items, the other consisting of all low incentive items; there
were no differences in the learning rates for these lists. In a second experi-
ment, subjecta learned a list which included both high and low incentive
items; in this case learning was faster for the high than the low incentive
items. However, the overall rate of learning for the mixed. list was about
the same as for the two previous lists. It seems clear that when the high
and low incentive items are mixed, the subject selectively attends to,
codes, and rehearses those items with the higher payoffs. A second kind
‘of organizing that ocours is the grouping of items into amall sets, often
with the object of memorizing the set aa a whole, rather than as individual
items. Typically in this case the grouped items will have some common
factor. A good example may be found in the series of studies by Battig
'(1066) and his colleagues. He found a tendency to group items according
to difficulty and according to degree of prior learning; this tendency was
found even in paired-associate tasks where an extensive effort had been
made to eliminate any basis for such grouping. A third type of informa-
tion organization is found in the ‘“‘chunking” process suggested by
Miller (1958). In his view there is some optimal size that a set of informa.-
tion should have in order to best facilitate remembering. The incoming
information is therefore organized into chunks of the desired magnitude. -
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C. ConTroL PrROCESSES IN LoNG-TERM STORE

Control processes to be considered in this section fall roughly into two
categories: those concerned with transfer between short-term and long-
term store and those concerned with search for and retrieval of informa-
tion from LTS.

1. Storage in Long-Term Store

It was stated earlier that some information is transferred to LTS
throughout an item’s stay in BTS, but that its amount and form is
determined by eontrol processes. This proposition will now be examined
in greater detail. First of all, it would be helpful to consider a few sirple .
examples where long-term storage is differentially affected by the coding
strategy adopted. One example is found in a study on mediators per-
formed by Montague, Adams, and Kiess (1966). Pairs of nonsense
syllables were presented to the subject who had to write down any
natural language mediator (word, phrase, or sentence associated with a
pair) which occurred to him. At test 24 hours later the subject attempted
to give the response member of each pair and the natural language
mediator (NLM) that had been used in acquisition. Proportion correct
for items on which the NLM was retained was 70 %,, while the proportion .
correct was negligible for items where the NLM was forgotten or signifi-
cantly changed. Taken in conjunction with earlier studies-showing that
a group using NLMs was superior to a group learning by rote (Runquist
& Farley, 1964}, this result indicates a strong dependence of recall upon
natural language mediators. A somewhat different encoding technique
has been examined by Clark and Bower (personal communication).
Subjects were required to learn several lists of paired-associate items, in
which each item was a pair of familiar words. Two groups of subjects
were given identical instructions, except for an extra section read to the
experimental group explaining that the best method of learning the pairs
was to form an-elaborate visual image containing the objects designated
by the two words. This experimental group was then given a few
examples of the technique. There was a marked difference in performance
between the groups on both immediate and delayed tests, the experi-
mental group outperforming the control group by better than 409, in
terms of probability correct. In fact, postexperimental questioning of
the subjects revealed that the occasional high performers in the control
group were often using the experimental technique even in the absence
of instructions to do so. This technique of associating through the use
of visual images is a very oki one; it has been described in considerable
detail, for example, by Cicoro in De Oratore when he-discusses memory
as one of the five parts of rhetoric, and is clearly very effective.
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We now consider the question of how these encoding techniques
improve performance. The answer depends to a degree upon the fine
structure of long-term store, and therefore cannot be stated precisely.
Nevertheless, a number of possibilities should be mentioned. First, the
encoding may make use of strong preexisting associations, eliminating
the necessity of making new ones. Thus in mediating a word pair in a
paired-associate task, word 4 might elicit word 4’ which in turn elicits
the response. This merely moves the question back a level: how does the
subject know which associates are the correct ones? It may be that the
appropriate associations are identified by temporal position; that is, the
subject may search through the associations looking for one which has
been elicited recently. Alternatively, information could be stored with
the appropriate association identifying it as having been used in the
current paired-associates task, Second, the encoding might greatly
decrease the effective area of memory which must be searched at the
time of test. A response word not encoded must be in the set of all
English words, or perhaps in the set of all words presented ‘‘recently,”
while a code may allow a smaller search through the associates of one or

“two items. One could use further search-limiting techniques such as
restricting the mediator to the same first letter as the stimulus. A third
possibility, related to the second, is that encoding might give some order
to an otherwise random search. Fourth, encoding might greatly increase
the amount of information stored. Finally, and perhaps most important,
the encoding might protect a fledgling association from interference by
succeeding items. Thus if one encodes a particular pair through an image
of, say, a specific room in one’s home, it is unlikely that future inputs will
have any relation to that image; hence they will not interfere with it.
In most cases coding probably works well for all of the above reasons.

There is another possible set of effects of the coding process which
should be mentioned here. As background, we need to consider the
results of several recent experiments which examine the effect of spacing
between study and test in paired-associate learning (Bjork, 1968;
Young, 1966). The result of primary interest to us is the decrease in
probability correct as the number of other paired-associate items
presented between study and test increases. This decrease seems to
reach asymptote only after a fairly large number (e.g., 20} of intervening
items. There are several possible explanations for this ‘‘short-term”
effect. Although the effect probably occurs over too great an interval to
consider direct decay from STS as an explanation, any of several rehearsal
strategies could give rise to an appropriate-looking curve. Since a paired-
associate task usually requires coding, a fixed-size rehearsal buffer may
not be a reasonable hypothesis, unless the buffer size is fairly small; on
the other hand, a variable rehearsal set with semirandomly spaced
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rehearsals may be both reasonable and accurate. If, on the other hand,
one decides that almost no continuing rehearsal occurs in this task,
what other hypotheses are available? One could appeal to retroactive
interference but this does little more than name the phenomenon.
Greeno (1987) has proposed a coding model which can explain the effect.
In his view, the subject may select one of several possible codes at the
time of study. In particular, he might select a “permanent” code, which
will not be disturbed by any other items or codes in the experiment; if
this occurs, the item is said to be learned. On the other hand, a “‘transi-
tory” code might be selected, one which is disturbed or eliminated as
succeeding items are presented. This transitory code will last for a
probabilistically determined number of trials before becoming useless or
lost. The important point to note here is the fact that a decreasing
“short-term”’ effect can occur as a result of solely long-term operations.
In experiments emphasizing long-term coding, therefore, the deecision
concerning which decay process, or combination of decay processes, is
operative will not be easy to make in an a priori manner; rather the
decision would have to be based upon such a posteriori grounds as good-
ness-of-fit results for a particular model and introspective reports from
the subject.

2. Long-Term Search Processes

One of the most fascinating features of memory is the long-term search
process. We have all, at one time or another, been asked for information
which we once knew, but which is momentarily unavailable, and we are
aware of the ensuing period (often lasting for hours) during which
memory was searched, occasionally resulting in the correct answer.
Nevertheless, there has been a marked lack of experimental work dealing
with this rather common phenomenon. For this reason, our discussion
of search processes will be primarily theoretical, but the absence of a
large experimental literature should not lead us to underestimate the
importance of the search mechanism.

The primary component of the search process is locating the sought-
for trace (or one of the traces) in long-term store. This process is seen in
operation via several examples. The occasionally very long latencies
prior to a correct response for well-known information indicates a non-
perfect search. A subject reporting that he will think “of it the moment
he thinks about something else’ indicates a prior fixation on an unsuc-
cessful search procedure. Similarly, the tip-of-the-tongue phenomenon
‘mentioned earlier indicates a failure to find an otherwise very strong
trace. We have also observed the following while quizzing a graduate



student on the names of state capitals. The student gave up trying to
remember the capital of the state of Washington after pondering for a
long time. Later this student quickly identified the capital of Oregon as
Salem and then said at once that the capital of Washington was Olympia.
When asked how he suddenly remembered, he replied that he had
learned the two capitals together, Presumably this information would
have been available during the first search if the student had known
where to look: namely in conjunction with the capital of Oregon. Such
descriptive examples are numerous and serve to indicate that a search
can sometimes fail to uncover a very strong trace. One of the decisions
the subject must make is when to terminate an unsuccessful search. An
important determiner of the length of search is the amount of order
imposed during the search; if one is asked to name all the states and does
so strictly geographically, one is likely to do better than someone who
spews out names in & haphazard fashion. The person naming states in a
haphazard fashion will presently encounter in his search for new names
those which he has already given; if this occurs repeatedly, the search
will be terminated as being unfruitful, The problem of terminating the
search is especially acute in the case of recalling a set of items without &
good natural ordering. Such a case is found in free-verbal-recall experi-
menta in which a list of words is presented to the subject who must then
recall as many as possible. The subject presumably searches along some
sort of temporal dimension, a dimension which lets the subject know
when he finds a word whether or not it was on the list presented most
recently. The temporal ordering is by no means perfect, however, and
the search must therefore be carried out with a degree of randomness.
This procedure may lead to missing an item which has & fairly strong
trace. It has been found in free-verbal-recall experiments, for example,
that repeated recall tests on a given list sometimes result in the inclusion
on the second test of items left out on the first test. In our own experi-
ments we have even observed intrusions from an earlier list that had not
been recalled during the teat of that list.

It would be illustrative at this point to consider an experiment carried
out by Norma Graham at Stanford University. Subjects were asked to
name the capitals of the states. If a correct answer was not given within
6 seconds following presentation of the state name, the subjects were
then given a hint and allowed 30 seconds more to search their memory.
The hint consisted of either 1, 2, 4, 12, or 24 consecutive letters of the
alphabet, one of which was the first letter in the name of the state capital.
The probability correct dropped steadily as the hint size increased from
1 to 24 letters. The average response latencies for correct answers,
however, showed a different effect ; the 1-letter hint was associated with
the fastest response time, the 2-letter hint was slower, the 4-letter hint



was slower yet, but the 12- and 24-letter hints were faster than the
4-letter hint. One simple hypothesis that can explain why latencies were
plower after the 4-letter hint than after the 12- and 24-letter hints
depends upon differing search processes. Suppose the subject in the
absence of a hint engages in “normal’ search, or N search. When given
the first letter, however, we will assume the subject switches to a first
letter search, or L search, consisting of a deeper exploration of memory
based upon the first letter. This L search might consist of forming
possible sounds beginning with the appropriate letter, and matching
them against possible city names. When the size of the hint increases,
the subject must apply the L search to each of the letters in turn,
obviously a time-consuming procedure. In fact, for 12- or 24-letter hinte
the probability is high that the subject would use up the entire 30-second
search period without carrying out an L search on the correct first letter.
Clearly & stage is reached, in terms of hint size, where the subject will
switch from an L search to N search in order to maximize performance.
In the present experiment it scems clear that the switch in strategy
occurred between the 4- and 12-letter hints.

In the above experiment there were two search-stopping events, one
subject-controlled and the other determined by the 30-second time limit.
It is instructive to consider some of the possible subject-controlled
stopping rules. One possibility is simply an internal time limit, beyond
which the subject decides further search is useless. Related to this would
be an event-counter stopping rule that would halt the subject when a
fixed number of prespecified events had occurred. The events could be
total number of distinet “‘searches,” total number of incorrect traces
found, and so on. A third possibility is dependent on a consecutive-events
counter. For example, search could be stopped whenever x consecutive
searches recovered traces that had been found in previous searches.

It was noted earlier that searches may vary in their apparent orderli-
ness. Since long-term memory is extremely large, any truly random
search would invariably be doomed to failure. The search must always
be made along some dimension, or on the basis of some available cuea,
Nevertheless, searches do vary in their degree of order; a letter-by-letter
search is highly structured, whereas a free associative search that
proceeds from point to point in a seemingly arbitrary manner will be
considerably less restrained, even to the point where the same ground
may be covered many times. One other possible feature of the search
process is not as desirable as the ones previously mentioned. The search
itself might prove destructive to the sought-after trace. That is, just as
new information transferred to the long-term store might interfere with
previous material stored there, the generation of traces during the search
might prove to have a similar interfering effect.



A somewhat different perspective on search procedures is obtained by
considering the types of experimental tests that typically are used.
Sometimes the very nature of the task presumes a specific search pro-
cedure. An example is found in the free-verbal-recall task in which the
subject must identify a subset of a larger well-learned group of words.
A search of smaller scope is made in a paired-associate task; when the
set of possible responses is large, the search for the answer ia similar to
that made in free recall, with a search component and a recognition
component to identify the recovered trace as the appropriate one. When
the set of responses in a paired-associate task is quite small, the task
becomes one of recognition alone: the subject can generate each possible
response inorder and perform a recognition test on each. The recognition
test presumably probes the trace for information identifying it as being
from the correct list and being associated with the correct stimulus.

It was said that the primary component of the search process is
locating the desired memory trace in LTS. The secondary component is
the rocovery of the trace once found. It has been more or less assumed
for simplicity in the above discussions that the trace is all-or-none. This
may not be the case, and the result of a search might be the recovery of
a partial trace. Retrieval would then depend either upon correctly
guessing the missing information or performing a further search to
match the partial trace with known responses. It is possible, therefore,
to divide the recovery processea into a search component and retrieval
component, both of which must be successfully concluded in order to
output the correct response. The two components undoubtedly are
correlated in the sense that stronger, more complete traces will both be
easier to find and easier to retrieve, having been found.

One final problem of some importance should be mentioned at this
time. The effects of trace interference may be quite difficult to separate
from those of search failure. Trace interference here refers either to loss
of information in the trace due to succeeding inputs or to confusions
caused by competition among multiple traces at the moment of test.
Search failure refors to an inability to find the trace at all. Thus a decreasc
in the probability of a correct response as the number of items inter-
vening between study and test increases could be due to trace inter-
ference generated by those items. It could also be due to an increased
likelihood of failing to find the trace because of the increasing number
of items that have to be searched in memory. One way these processes
might be separated experimentally would be in a comparison of recogni-
tion and recall measures, assuming that a failure to find the trace is less
likely in the case of recognition than in the case of recall. At the present,
research along these lines has not given us a definitive answer to this
question.

46



IV. Experiments Concerned with Short-Term Processes

Sections 11 and 111 of this paper have outlined a theoretical framework
for human memory. As we have seen, the framework is extremely general,
and there are many alternative choices that can be made in formulating
models for particular experimental situations. The many choice points
make it impossible for us to examine each process experimentaily.
Instead we shall devote our attention to a number of processes universally
agreed to occur in experiments on memory, namely rehearsal and search
processes. In Section V the LTS search processes will be examined in
detail ; in the present section the major emphasis will be on STS mechan-
isma, particularly the control process designated as the rehearsal buffer.
The sensory registration system is not an important factor in these
models; the experiments are designed so that all items enter the sensory
register and then are transferred to STS. The long-term store will be
presented in the models of this section but only in the simplest possible
manner. We now turn to a series of experiments designed to establish in
some detail the workings of the buffer mechanism.

A. A CoNTINUOUS PAIRED-ASS0CIATE MEMORY TASE (EXPERIMENT })

This study is the prototype for a series of experiments reported in this
section designed specifically to study buffer processes. The buffer is a
fixed-size rehearsal scheme in STS; conditions which prompt the subject
to make use of a buffer include difficulty in using long-term store, a large
number of short study-test intervals, and a presentation rate slow
enough that cognitive manipulations in STS are not excessively rushed.
The task that was developed to establish these conditions is desoribed
below.®

The subject was required to keep track of constantly changing
responases associated with a fixed set of stimuli.” The stimuli were 2-digit
numbers chosen from the set 00-99; the responses were letters. of the
alphabet. At the start of a particular subject-session a set of s stimuli
was chosen randomly from the numbers 00 to 99 ; these stimuli were not
changed over the course of that day’s session. To begin the session each
stimulus was paired with a letter chosen randomly from the alphabet.
Following this initial period, a_continuous sequence of trials made up
the rest of the session, each trial consisting of a test phase followed by &

% The reader may consult Atkinson, Brelsford, and Shiffrin (1967) for details of
the experimental procodure and theoretical analyses that are not covered in the
present discussion. Also presented there is an account of the mathematies of the
model.

7 The task is similar to those used by Y nteina and Mueser (1960, 1962), Breisiord
et al. (1966), and Katz (1968).
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study phase. During the test phase, one of the s stimuli was randomly
selocted and presented alone for test. The subject was required to respond
with the most recent response paired with that stimulus. No feedback
was given to the subject. Following his response the study portion of the
trial began. During the study portion the stimulus just presented for
test was paired with a new response selected randomly from the alphabet;
the only restriction was that the previous response (the correct response
during the immediately preceding test phase) was not used during the
study phase of the same trial. The subject was instructed to forget the
previous pairing and try to remember the new pairing currently being
presented for study. Following the study period, a stimulus was again
selected randomly from the set of s stimuli and the test portion of the
next trial began.

The result of this procedure is as follows: a particular stimulus-
reaponse pair is presented for study, followed by a randomly determined
number of trials involving other stimuli, and then tested. Having been
tested, the pair is broken up and the stimulus is paired with a different
response; in other words, no stimulus-response pair is presented for
study twice in succession. It is easy to imagine the effects of this pro-
cedure on the subject’s long-term memory processes. If any particular
pair is strongly stored in long-term memory, it will interfere with subse-
quent pairings involving that same stimulus. In addition, the nature of
the stimuli and responses used makes coding a difficult task. For these
reasons, the subject soon learns that the usual long-term storage opera-
tions, such as coding, are not particularly useful; in fact, the subject is
forced to rely heavily on his short-term store and his rehearsal capacity.
The experimental procedure also was designed so that it would be
possible to carry out extefisive parametric analyses on data from
individual subjects. This was accomplished by running each subject for
12 or more days and collecting the data on a system under the control of
a time-sharing computer, a procedure which made the precise sequence
of events during each session available for analysis,

1. Method

The subjects were nine students from Stanford University who
received $2 per experimental session. This experiment, and most of the
others reported in this paper, was conducted in the Computer-Based
Learning Laboratory at Stanford University. The control functions were
performed by computer programs run on a modified PDP-1 computer
manufactured by the Digital Equipment Corp., and under control of a
time-sharing system. The subject was seated at a cathode-ray-tube
display terminal; there were six terminals, each located in a separate
7 x 8 foot sound-shielded room. Stimuli were displayed on the face of



ti entiode pay tubo (CRRT); responses were made on an electrie typo-
wriier ikevboard located immediately below the lower cdge of the CRT.
. For cach sonsion the subjeet was assigned to one of the threo experi-
mental conditiona. 'The three conditions were defined in terms of s, the
gize of the ret ¢f stimuli to be remembered, which tool: on the valuen
4, 6, or 8. An attempt wns made Lo assign subjects to ench condition once
in conszentive three-sossion blocks. Every session bepan with a series of
study tris)s: one study trial for each stimvlus to be used in the session.
Ou a stpdy irisl the werd “study™ appeered on the upper face of the
CRT. Beueath the word “study” one of the stimuli (a 2-digit number)
appesred along with a randomly selected letter from the alphabet.
Subjects wero instruncted to iry to remember the stimulus-response
pairs, Each of these initial stndy trials lasted for 3 seconds with a
3-second inlertrial intorval. As soon as there had haen nn initial study
triol for each stimulis to be used in the session, the sessicn proper began.

Each subsequent trisl involved a fixed series of ovents. (1) The word:
“iest” pppeared oa {he upper face of the CRT. Beneath the word “test”
a randomly selected momber of the stimulus sot appearcd. Subjects were
- instrueted thot when the word “test” and a stimulus appeared on the
CRT, they were to respond with the last rosponse that had been asso-
ciated with that simulus, guessing if necessary. This test portion of a
trial lasted for 3 seconds. (2)- The CRT was blacked out for 2 seconds.
(3) The word “study”™ appeared on the upper face of the CRT for 3
seconds Below the word “‘study” a stimulus-response pair appesred.
The stitaulus was the same one used in the preceding test. portion of the
trial. The response was randomly selected from the letiers of the alpha-
bet, with the stipulation that it be different from the immediately
preceding response assigned to that stimulus. (4) There was a 3-second
intertrial interval before the next trial. Thus a complete trial (test plus

atudy) took 11 seconds. Asubject was run for 220 such trials during each
experimental session. '

2. Theoretical Analysis

1n order that the reader may visualize the sequence of events -which
oceurs in this situstion, a sample sequence of 18 trials is illustrated in
Fig. 3. Within the boxes are the displays seen on the CR'T sereen. In this
session the slimulur set. inchndes the four stimuli 20, 31, 42, and 53 {i.e.,
8 =-4). On trinl n, itew 31-Q is presented for stady. On trind n4 1,492 is
tested and 42-B presented for study. Then on trial n-- 2, 31 is tested
the correct answer is Q as is seen by referring Yo trial n. After the subjeet
onswers he is given 31-3 to study. He is instructed to {forget the previous’
peir, 31 @, and rewember only the new pair, 31-8. The renponse letter S
was sclected randomly from the alphabet, with the rerfriction that the
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previous response, @, could not be used. A previously used response may
through chance, however, be chosen again iater in the session; for
example, on trial n+ 7, 31-Q is again presented for study. It is also
possible that two or more stimuli might be paired with the same response
concurrently; as an exa.mple on trial n+ 15, 20 is paired with C and on
trial n+ 18, 42 also is paired with C. The stimulus presented on each
trial is chosen randomly ; for this reason the number of trials intervening

TRIAL n TRIAL n+l TRIAL nt+2 TRIAL n+3 TRIAL nt+4 TRIAL n+5
r Al £ . Al 4 Al L — =\ ’ = e

TEST| |STUDY TEST | [STUOY TEST | (STUDY TEQT | (STutr TEST | [STumy TEST | [STUDS
3l ||M-G 42 a2-8 3 -9 20 | |20-2 20 20-N a3 B3-A(.

TRIAL n+6 TRIAL nt7 TRIAL n+8 TRIAL nt9 TRIAL n+i0, TRML n+il

I —\ r . T I e T e ——
TEST | |STuly TEST | |STUDY TEST | [STUDY TEST | [STUDY TEST | |STUDY| TEST | |STUDY
3 -k E1] 31-0 20 20-8 33 53-M 20 20-T 3l 3t-v

TRIAL n+12 TRIAL n+13 TRIAL n+i#4 TRIAL n4I5 TRWL nti6  TRIAL n+i7

r LI \ ™\ / o T A o S S
TEST] |STUDY] TEST | {STUOY| TEST | |STUDY TEST | (STUDY TEST | |*TuDY TEST | |STUDY,
a3 835-y 53 a5-L 42 42-4 20 20-C 42 42-C 42 42-7

Fia. 3. A sample saquence of trials for Experiment 1,

between study and test is a random variable distributed geometrically.
In the analysis of the resuits, a very important variable is the number of
trials intervening between study and test on a particular stimulus-
response pair; this variable is called the lag. Thus 20 is tested on trial
n+ 4 at a lag of 0 because it was studied on trial n+ 3. On the other
hand, 42 is tested on trial # + 14 at a lag of 12, because it waa last studied
on trial n + 1.

Consider now the processes the subject will tend to adopt in this.
situation. The obvious difficulties involved in the use of LTS force the
subject to rely heavily upon rehearsal mechanisms in STS for optimal
performance.® A strategy making effective use of STS is an ordered
rehearsal scheme of fixed size called the buffer in Section II1,B. The
fixed-size requirement may not be necessary for maximal utilization of

The usual exampies given for the usefulness of a distinct short-term store do
not stress the positive benefits of a memory decaying quickly and completely.
Without such & memory, many minor tasks such as adding a long column of
numbers might become far more difficult. The current experiment, in which
associative bonds are frequently broken and re-formed, is an example of a class
of operatioris for which a short-term store is almost essential.
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STS, but is indicated by the following considerations. Keeping the size
of the rehearsal set constant gives the subject a great deal of control over
the situation ; each rehearsal cycle will take about the same amount of
time, and it is easier to reorganize the buffer when a new item is intro-
duced. Furthermore, an attempt to stretch the rehearsal capacity to its
limit may result in confusion which causes the entire rehearsal set to be
disrupted; the confusion results from the variable time that must be
allowed for operations such as responding at the keyboard and processing
the new incoming items. The hypothesis of an ordered fixed-size buffer
is given support by the subjects’ reports and the authors’ observations
while acting as subjects. The reader is not asked, however, to take our
word on this matter; the analysis of the results will provide the strongest
support for the hypothesis.

It must be decided next just what is being rehearsed. The obvious
candidate, and the one reported by subjects, is the stimulus-response
pair to be remembered. That is, the unit of rehearsal is the two-digit
stimulus number plus the associated response letter. Under certain
conditions, however, the subject may adopt a more optimal strategy in
which only the responses are rehearsed. This strategy wiil clearly be more
effective because many more items may be encompassed with the same
rehearsal effort. The strategy depends upon ordering the stimuli (usually
in numerical order in the present case) and rehearsing the responses in
an order corresponding to the stimulus order; in this way the subject
may keep track of which response goes with which stimulus, For a
number of reasons, the scheme is most effective when the size of the
stimulus set is small; for a large-set the subject may have difficulty
ordering the stimuli, and difficulty reorganizing the rehearsal as each new

_item is presented. When the number of stimulus-response pairs to be
remembered is large, the subject may alter this scheme in order to make
it feasible. The alteration might, consist of rehearsing only the responses
associated with a portion of the ordered stimuli. In a previous experi-
ment (Brelsford et al., 1966) with a similar design, several subjects
reported using such a strategy when the stimulus set size was four,’and
an examination of their results showed better performance than the
other subjects. Subject reports lead us to believe that this strategy is
used infrequently in the present experiment; consequently, our model
assumes that the unit of rehearsal is the stimulus-response pair, hence-
forth calied an “‘item.”

Figure 2 outlines the structure of the model to be applied to the data.
Despite the emphasis on rehearsal, a small amount of long-term storage
occurs during the period that an item resides in the buffer. The informa-
tion stored in LTS is comparatively weak and decays rapidly as succeed-
ing items are presented. In accord with the argument that thelong-term
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process is uncomplicated, we assume here that information stored in
LTS increases linearly with the time an item resides in the buffer. Once
an item leaves the buffer, the LTS trace is assumed to decrease as each
succeeding item is presented for study.

Every item is assumed to enter first the sensory register and then
STS. At that point the subject must decide whether or not to place the
new item in the rehearsal buffer. There are a number of reasons why
every incoming item may not be placed in the buffer. For one thing, the
effort involved in reorganizing the buffer on every trial may not always
appear worthwhile, especially when the gains from doing so are not
immediately evident; for another, the buffer at some particular time
may consist of a combination of items eapecially easy to rehearse.and the
subject may not wish to destroy the combination. In order to be more
specific about which items enter the buffer and which do not, two kinds
of items must be distinguished. An O item is an incoming stimulus-
response pair whose stimulus is currently in the buffer. Thus if 52-L is
currently in the buffer, 52 is tested, and 52-G is presented for study,
then 52-G is said to be an O item. Whenever an O item is presented it is
automatically entered into the buffer; this entry, of course, involves
replacing the old response by the appropriate new response. Indeed, if
an O item did not enter the buffer, the subject would be forced to rehearse
the now incorrect previous response, or to leave a useless blank apot in
the buffer; for these reasons, the assumption that O items are always
entered into the buffer séems reasonable. The other kind of item that
may be presented is an N item. An N item is a stimulus-response pair
whose stimulus currently is not in the buffer. Whenever an N item is
entered into the buffer, one item currently in the buffer must be removed
to make room the new item (i.e., the buffer is assumed to be of fixed size,
r, meaning that the number of items being rehearsed at any one time is
constant). The assumption is made that an N item enters into the buffer
with probability «; whenever an N item is entered, one of the items
currently in the buffer is randomly selected and removed to make room
for it.

The model used to describe the present experiment is now almost
complete. A factor still not specified is the response rule. At the moment
of test any item which is in the buffer is responded to correctly. If the
stimulus tested is not in the buffer, a search is carried out in LTS with
the hope of finding the trace. The probability of retrieving the correet
response from LTS depends upon the current trace strength, which in
turn, depends on the amount of information transferred to LTS.
Specifically we assume that information is transferred to LTS at a
constant rate # during the entire period an item resides in the buffer; 8 is
the transfer rate per trial. Thus, if an item remains in the rehearsal
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buffer for exactly j trials, then that item accumulated an amount of
information equal to j#. We also assume that each trial following the
trial on which an item is knocked out of the buffer causes the information
stored in LTS for that item to decrease by a constant proportion +. Thus,
if an item were knocked out of the buffer at trial j, and 1 trials intervened
between the original study and test on that item,.then the amount of
information in LTS at the time of the test would be jé+'~. We now want
to specify the probability of a correct retrieval of an item from LTS. If
the amoynt of information in LTS at the moment of test is zero, then
the probability of a correct retrieval should be at the guessing level. As
the amount of information increases, the probability of a correct re-
trieval should increase toward unity. We definep; as the probability of a
-correct response from LTS for an item that was tested at lag i, and
resided in the buffer for exactly. § trials, Considering the above spec:ﬁ-
cations on the retrieval process,

py=1— (1-g)exp[—jo(r')]

where g is the guessmg probability, Whlch is 1/26 since there were 26

response alternatives.®

The basic dependent variable in the present experiment is the proba-
bility of a correct response at the time of a test, given lag i. In order to
derive this probability we need to know the length of time that an item
resides in the memory buffer. Therefore, define 8; = probability that an
item resides in the buffer for exactly j trials, given that it is tested at a
lag greater than j. The probability of a correct response to an item tested
at lag ¢ can now be written in terms of the 8;'s. Let “‘C;”’ represent the
occurrence of a correct response to an item tested at lag 1. Then

i i
PriCo=[1- 2 B+ [ 5 o]
k=0 Py
The first bracketed term is the probability that the item is in the buffer
at the time of the test. The second bracket containsg a sum of proba-
bilities, each term representing the probability of a correct retrieval

% Lest tho use of an oxponontial function seem entirely arbiteary, it should he
noted that this funetion hears a elose relation to the fuiiliar linear meodel of e wrning
thoory. If we ignore for the momoent the doeny fonbure, then

= 1 = {1 - groxp(—jf).
It is casily seon that lhis is the linear madel expression for the probability of a
correct. rosponse after j reinforeonents with parnmetor e 8. Thus, the retricval
function p;, ean he viewod as o linewr model with time in the buffor as the inde-
pendent variable, To he sure, the decuy process complientes matters, hut the
reason for chooking the exponentind funetion beemmes somowhat less arbitmey.

A decay process is needed so that the probability of n eorvect retrieval from LTS
. will approach chanico as the lag temls towand infiuity.
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from LTS of an item which remained in the buffer for exactly k trials
and was then lost.1® There are four parameters in the model: r, the buffer
size which must be an integer; «, the probability of entering an N item
into the buffer; #, the transfer rate of information to LTS; and r, the
decay rate of information from LTS after an item has left the buffer.

One final process must be considered before the model is complete,
This process is the recovery of information from STS which is not in the
buffer. It will be assumed that the decay of an item which has entered
and then left the buffer is very rapid, so rapid that an item which has
left the buffer cannot be recovered from STS on the succeeding test.!!
'The only time in which a recovery is made from S8TS, apart from the
buffer, occurs if an item is tested immediately following its study (i.e.,
at a lag of 0). In this case there is virtually no time between study and
test and it is assumed therefore that the recovery probability is one,
regardless of whether the item was entered into the buffer or not. In
other words, the probability correct is one when the lag is zero.

3. Data Analysis

Figure 4 presents the probability of a correct response as a function
of lag for each of the three stimulus set sizes examined. It can be seen
that the smaller the stimulus set size, the better the overall performance.
It is important to note that the theory predicts such a difference on the
following basis: the larger the size of the stimulus set, the more often an
N item will be presented ; and the more often N items will be presented,
the more often items in the buffer will be knocked out. Recall that only
N items can knock items from the buffer; O items merely replace
themselves.

It can be seen that performance is almost perfect for lag 0 in all three
conditions. This was expected because lag 0 means that the itetn was
tested immediately following its study, and was therefore available in
STS. The curves drop sharply at first and slowly thereafter, but have
not yet réached the chance level at lag 17, the largest lag plotted. The
chance level should be 1/26 since there were 26 response alternatives.

The four parameters of the model were estimated by fitting the model
to the lag curves in Fig. 4 using a minimum chi-square as a best fit

19 One factor which the model as outlinod ignores is the probability of rocovering
from LTS an old, incorrect trace. In the interest of simplicity this process has not

heen introduced into the model, although it could be appended with no major
changoes,

11 Clearly this assumption deponds on the time intervals involved. In the present
exparunent the trials were quite slow; in experimenta where a faster presentation
rate is used, the model probably would need to be modified slightly to allow a.

nonzero probability of recovery of an item from STS on the test following ita
removal from the buffer.
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criterion.? The solid lines in Fig. 5 give the best fit of the model, which
occurred when the parameter values were: r = 2, «a = .39, # = .40, and
7=.93. It can be seen that the observed data and the predictions from
the model are in close agreement. It should be emphasized that the three
curves are fit simultaneously using the same parameter values, and the
differences between the curves depend only on the value of s {the stimulus

L0

PROBABILITY OF A CORRECT RESPONSE
-1

LAG

F1o. 4. Observed and theoretical probabilities of a correct response as a function
of lag (Experiment 1). ——l-—-8=4;-—-&A——3=0; ——@——as = 8 ;—theory.

set size} which, of course, is determined by the experimenter. The
predicted probabilities of a correct response weighted and summed over
all lag positions are .562, .469, and .426 for s equal to 4, 6, and 8, re-
spectively; the observed values are .548, .472, and .421.

The estimated value of r might seem surprising at first glance; two
items appear to be a rather small buffer capacity. But there are a number
of considerations that render this estimate reasonable. It seems clear
that the capacity estimated in a task where the subject is constantly
interrupted for tests must be lower than the capacity estimated, for
example, in a typical digit-span task. This is so because part of the
attention {ime that would be otherwise allotted to rehearsal must be
used to search memory-in order to respond to the continuous sequence

12 See Atkinson. Brelsford, and Shiffrin (1967) for details of the estitmation
procedure and a statistical evaluation of the goodnesu.of-fit.
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of tests. Considering that two items in this situation consist of four
numbers and two letters, an estimate of r equal to two is not particularly
surprising. The estimated value of « indicates that only 399 of the N
items actually enter the buffer (remember that O items always enter the
buffer). This low value may indicate that a good deal of mental effort is
involved in keeping an item in the buffer via rehearsal, leading to a
reluctance to discard an item from the buffer that has not yet been
tested. A similar reluctance to discard items would be found if certain
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Fza. 5. Ohserved and theoretical probabilities of a correct reaponse as a function
of lag when every intervening item uses the same stimulus {Experiment 1).
i~ 8=4; ~—8——8=0; ~~@-— 8 = §;—theory.

combinations of items were particularly easy to rehearse. Finally, note
that the theory predicts that, if there were no long-term storage, the
subject’s overall probability of a correct response would be independent
of «. Thus it might be expected that « would be higher the greater the
effectiveness of long-term storage. In accord with this reasoning, the low
value of « found would result fromthe weak long-term storage associated
with the present situation.

In addition to the lag curves in Fig. 4, there are a number of other
predictions that can be examined. One aspect of the theory maintains
that O items always enter the buffer and replace themselves, while N
items enter the buffer with probability « and knock an item out of the
buffer whenever they do so. The effects of different stimulus-set sizes
displayed in Fig. 5 are due to this assumption. The assumption, however,
may be examined in other ways; if it is true, then an item’s probability
of being correet will be affected by the specific items that intervene
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hotween its initial study and its later test. If every intervening trial uses
the same stimulus, then the probability of knocking the item of interest
from the buffer is minimized. This is so because once any inlervening
item enters the buffer, every sucoceding intervening item is an O item
{since it uses the same stimulus), and henee also enters the buffer. Indeed,
if « were one, then every intervening item after the first would be an O

[**)
§.
a
[ 4
8
5 -
8
ol
[
[=]
>
&
-
%
I -
X | | 1 L I 1 1
0 I 2 3 4 5 6 T
LAG

Fia. 6. Observed and theoretical probabilities of a correct responsoe us & function
of lng when overy intervoning item uses a diffoerent stimulus (Exporiment 1).
—--W--8=4; —-A——§=0; ——8-— § = 8;— theory,

item, and hence only the first intervening item would have a chance of
knotking the item of interest from the huffer; if « = 1 and there were no -
long-term decay, then the lag curve for this condition would be flat from
lag 1 onward. [n this case, however, a is not equal to one and there is
long-term decay ; hence the lag curve will decrease sgmewhat when the
intervening items all have the same stimulus, but not to the extent
found in Fig. 4, This lag curve, called the “all-same’ curve, is shown in
Fig. 5; it plots the probability of a correct response as a function of lag,
when sl the intervening trials between study and test involve the same
stimulus. The parameters previously estimated were used to generate
predictions for these curves and they are displayed as solid lines, It
seems clear that the predictions are highly accurate.

A converse result, called the “all-different™ lag curve, is shown in
Fig. 6. In this condition, every intervening item has a different stimylis,
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and therefore the probability of knocking the item of interest from the
buffer is maximized. The lag curves for this condition, therefors, should
drop faster than the unconditional lag curves of Fig. 4. Predictions were
again generated using the previous parameter values and are represented
by the solid lines in Fig. 6. Relatively few observations were available in
this condition; considering the instability of the data the predictions
seem reasonable.

The procedure used in this experiment is an excellent example of what
has been traditionally called a negative transfer paradigm. The problems
inherent in such a paradigm were mentioned earlier as contributing to
the subjects’ heavy reliance upon the short-term store. To the extent
that there is any use of LTS, however, we would expect intrusion errors
from previously correct responses. The model could be extended in
several obvious ways to predict the occurrence of such intrusions. For
example, the subject could, upon failing to recover the most recent trace
from LTS, continue his search and find the remains of the previous, now
incorrect, trace. In order to examine intrusion errors, the proportion of
errors which were the correct response for the previous presentation of
the stimulus in question were calculated for each lag and each condition.
The proportions were quite stable over lags with mean values of .065,
.068, and .073 for the 4, 8, and 8 stimulus conditions, respectively. If the
previcusly correct response to an item is generated randomly for any
given error, these values should not differ significantly from 1/26 = .04.
In both the s = 4 and s = 8 conditions seven of the nine subjects had
mean values above chance; in the s = 8 condition eight of the nine
subjects were above chance. Intrusion errors may therefore be con-
sidered a reliable phenomenon in this situation; on the other hand, the
relatively low frequency with which they occur indicates a rather weak
and quickly decaying long-term trace.

A second error category of interest includes those responses that are
members of the current set of responses to be remembered but are not
the correct responses. This set, of course, includes the set of responses
in the buffer at any one time; if the subject tends to give as a guess a
response currently in the buffer (and therefore highly available), then
the probability of giving as an error a response in the current to-be-
remembered set will be higher than chance. Since responses may be
asgigned to more than one stimulus simultaneously, the number of
responses in the to-be-remembered set is bound by, but may be less than,
the size of the stimulus set, s. Thus, on the basis of chance the error
probabilities would be bounded below.12, .20, and-.28 for s = 4, 6,and 8,
respectively. The actual values found were .23, .28, and .35, respectively.
This finding suggests that when the subject cannot retrieve the response
from his buffer or LTS and is forced to guess, he has a somewhat greater



than chance likelihood of giving a response currently in the rehearsal set
but assigned to another stimulus. It is not surprising that a subject will
give as a guess one of the responses in his buffer since they are immedi-
ately available.

Other analyses have been performed on the data of this experiment,
but the results will not be presented until a second experiment has been
described. Before considering the second experiment, however, a few
words should be said about individual differences. One of the reasons for
running a single subject for many sessions. was the expectation that-the
model could be applied to each subject’s data separately. Such analyses
have been made and are reported elsewhere (Atkinson, Brelsford &
Shiffrin, 1967). The results are too complex to go into here, but they
establish that individual subjects by and large conform to the predic-
tions of the model guite well. Since our aim in this paper is to present a
nontechnical discussion of the model, to simplify matters we will make
most of our analyses on group data.

B. Tur “ALL-DirrERENT” STIMULUS PROCEDURE (EXPERIMENT 2)

In the preceding experiment, the number of stimuli used in a given
experimental session and the size of the to-be-remembered set were
identical. These two factors, however, can be made independent. Specific-
ally, a set of all-different stimuli could be used while keeping the size of
the to-be-remembered set constant. The name, all-different, for this
experiment results from the use of all-different stimuli, i.e., once a given
stimulus-response pair is presented for test, that stimulus is not used
again. In other respects the experiment is identical to Experiment 1,

One reason for carrying out an experiment of this type is to gain some
information about the replacement hypothesis for O items. In Experi-
ment 1 we assumed that a new item with a stimulus the same as an item
currently in the buffer automatically replaced that item in the buffer;
that i, the response switched from old to new. In the all-different
experiment subjects are instructed, as in Experiment 1, to forget each
item once it has been tested. If an item currently in the buffer is tested
(say, 52-G) and a new item is then presented for study {say, 65-Q), we
might ask whether the tested item will be automatically replaced by the
new item (whether 65-Q will replace 52-G in the buffer). This replace-
ment strategy is clearly optimal for it does no good to retain an item in
the buffer that already has been tested. Nevertheless, if the reorganiza-
tion of the buffer is difficult and time consuming, then the replacement
of a tested item currently in the buffer might not be carried out. One
.simple assumption along these lines would postulate that every item
has an independent probability « of entering the buffer.

The all-different experiment was identical to Experiment 1 in all
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respects except the following. In Experiment 1 the s stimuli were the
same throughout an experimental session, with only the associated
responses being changed on each trial, whereas in the ail-different
experiment 100 stimuli were available for use in each session. In fact,
every stimulus was effectively new since the stimulus for each study
trial was selected randomly from the set of all 100 stimuli under the
restriction that no stimulus could be used if it had been tested or studied
in the previous 50 trials. There were still three experimental conditions
with & equal to 4, 6, or 8 denoting the number of items that the subject
was required to try to remember at any point in time. Thus a session
began with either 4, 6, or 8 study trials on different randomly selected
stimuli, each of which was paired with a randomly selected response
(from the 26 letters). On each trial a stimulus in the current to-be-
remembered set was presented for test. After the subject made his
response he was instructed to forget the item he had just been tested on,
since he would not be tested on it again. Following the test a new stimulus
was selected (one that had not appeared for at least 50 trials) and ran-
domly paired with a response for the subject to study. Thus the number
of items to be remembered at any one time stays constant throughout
the session. However, the procedure is quite different from Experiment 1
where the study stimulus was always the one just tested.

Denote an item presented for study on a trial as an O item (old item)
if the item just tested was in the buffer. Denote an item presented for
study as an N item (new item) if the item just tested was not in the
buffer. This terminology conforms precisely to that used to describe
Experiment 1, If an O item is presented there will be at least one spot in
the buffer occupied by & useless item (the one just tested). If an N item
is presented, the buffer will be filled with information of the same value
as that before the test. If we assume that an N item has probability « of
entering the buffer, and that an O item will always enter the buffer and
knock out the item just made useless, then the model for Experiment 1
will apply here with no change whatsoever. In this case we again expect
that the lag curves for s = 4, 6, and 8 would be reparated. In fuct, given
the same parameter values, exactly the same curves would be predicted
for the all-different experiment as for Kxperiment 1.

As noted earlier, however, there is some doubt that the assumptions
regarding N itemns and O items will still hold for the all-different experi-
ment, In Experiment 1 the stimulus just tested was re-paired with a
new response, virtuaily forcing the subject to replace the old response
with a new one if the item was in the buffer. Put another way, if an item
is in the buffer when tested, only a minor change need be made in the
buffer to enter the succeeding study item: a single response is replaced
by another. In the all-different experiment, however, a greater change



needs to be made in order to enter an O item; both a stimulus and a
response member have to be replaced. Thus an alternative hvputhesis
might maintain that every entering item (whether an N item or an O
item) has the same probability « of entering the buffer, and will knock
out any item currently in the buffer with equal likelihood. In this case

we predict no differences among the lag curves for the s = 4, 6, and 8
conditions.

1. Resulls

The observed lag curves for EExperiment 2 are displayed in Fig. 7. It
should be emphasized that, except for the procedural changes described
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above and the fact that a new sample of subjects was used, the experi-
mental conditions and operations were identical in Experiments 1 and 2.
The important point about this data is that the lag curves for the three
conditions appear to overlap.!® For this reason we lump the three curves
to form the single lag curve displayed in Fig. 8.

Because the three curves overlap, it is apparent that the theory used
in Experiment 1 needs modifieation. The hypothesis suggested above

13 To determine whether the three curves in Fig. 7 differ reliably, the proportions
corteet for vach subject and condition were enleulated and thon ranked. An

analydis of variance for coveclutod means did not yield significant effcets (F = 2,67,
df = 2[/18, p > .05).
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will be used: every item enters the buffer with probability «. If an item
enters the buffer it knocks out an item already there on a random baasis.
This model implies that useless items are being rehearsed on ocecasion,
and subjects reported doing just that despite instructions to forget each
item once tested.

PROBABILITY OF A CORRECT RESPONSE
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Fia, 8. Observed and theoretical probabilities of a correct response aa a function

of lag. Data from the # = 4, 6, and B conditions have been pooled (Experiment 2).
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The curve in Fig. 8 was fit using & minimum y* procedure; the para-
meter estimates were r = 2, a = .52, § = .17, and = = .90. It can be seen
that the fit is excellent. Except for r, the parameters differ somewhat
from those found in Experiment 1, primarily in a slower transfer rate, 8. .
In Experiment 1 the estimate of # was .40. This reduction in long-term
storage is not too surprising since the subjects were on occasion rehearsing
useless information. It could have been argued in advance of the data
that the change away from a strong ‘“‘negative-transfer” paradigm in
Experiment 2 would lead to increased use of LTS; that this did not
occur is indicated not only by the low 8 value, but also by the low
probability of a correct response at long lags. One outcome of this result
is the possibility that the all-different procedure would give superior
long-term memory in situations where subjects could be induced to-
attempt coding or other long-term storage strategies. It seems apparent
that LTS was comparatively usless in the present situation.
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2. Some Statistics Compuring Experimenis 1 and 2

In terms of the model, the only difference between Experiments 1 and 2
lies in the replacement assumption governing the buffer. In Experiment 1,
an item in the buffer when tested is nutomatically replaced by the
immediately succeeding study item; if the tested item is not in the buffer,
the succeeding study item enters the buffer with probability «, randomly
displacing an item already there. In Experiment 2, every study item,
independent of the contents of the buffer, enters the buffer with proba-
bility &, randomly displacing an item already there. While these assump-
tions are given credence by the predictions of the various lag curves of
Figs. 4 and 8, there are other statistics that can be examined to evaluate
their adequacy. Theso statistics depend upon the fact that items vary
in their probability of entering the buffer. Since items which enter the
buffer will have a higher probability correct than items which do not, it
is relatively easy to check the veracity of the replacement assumptions
in the two experiments,

In Experiment 1, the probability that an item will be in the buffer at

test is higher the greater the number of consecutive preceding trials that
" involve the same stimulus. Thus if the study of 42-B is preceded, for
example, by six consecutive trials using stimulus 42, there is a very high
probability that 42-B will enter the buffer. This occurs because there is
a high probability that the stimulus 42 already will be in the buffer when
42-B is presented, and if so, then 42-B will automatically enter the buffer.
In any series of consecutive trials all with the same stimulus, once any
item in the series enters the buffer, every succeeding item will enter the
buffer. Hence, the longer the series of items with the same stimulus, the
higher the probability that that stimulus will be in the buffer. Figure 9
graphs the probability of a correct response to the last stimulus-response
pair studied in a series of consecutive trials involving the same stimulus;
the probability correct is lumped over all possible lags at which that
stimulus-response pair is subsequently tested. This probability ia
graphed as a function of the length of the consecutive run of trials with
the same stimulus and is'the line labeled Experiment 1. These curves are
combined over the three experimental conditions (i.e., s = 4, 6, 8). We
see that the probability of a correct response to the last item studied in
a series of trials all involving the same stimulus increases as the length
of that series increases, as predicted by the theory.

In Experiment 2 stimuli are not repeated, so the above statistic
cannot be examined. A comparable statistic exists, however, if we
consider a sequence of items all of which are tested at zero lag (i.e.,
tested immediately after presentation). One could hypothesize that the
effect displayed in Fig. 9 for Experiment 1 was due to a consecutive
sequence of zero-lag tests, or due.to factors related to the sequence of
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correct answers (at zero-lag an item is always correct). These same
arguments would apply, however, to the sequence of zero-lag items in
Experiment 2. In Fig. 9, the line labeled Experiment 2 represents a
probability measure comparable to the one displayed for Experiment 1.
Specifically, it is the probability of a correct response on the eventual
test of the last S-R pair studied in a consecutive sequence of trials all
involving S-R pairs tested at lag zero, as a function of the length of the
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F1q. 9. Probability of a correct response as a funetion of the number of con-
secutive preceding items tested at zero lag (Experiment 1 and Experiment 2).

sequence. The model for Experiment 2 with ite scheme for entering
items in the buffer predicts that this curve should be flat; the data seem
to bear out this prediction.

The close correspondence between the predicted and observed results
in Experiments 1 and 2 provides strong support for the theory. The
assumptions justified most strongly appear to be the fixed-size rehearsal
buffer containing number-letter pairs as units, and the replacement
assumptions governing O and N items. It is difficult to imagine a con-
sistent system without these assumptions that would give rise to similar
effects. S8ome of the predictions supported by the data are not at all
intuitive. For example, the phenomenon displayed in Fig. 9 seems to be
contrary to predictions based upon considerations of negative transfer.
Negative transfer would seem to predict that a sequence of items having
the same stimulus but different responses would lead to large amounts
of interference and hence reduce the probability correct of the last item
in the sequence; however, just the opposite effect was found, Further-
more, the lack of an effect in Experiment 2 seems to rule out explanations
based on successive correct responses or successive zero-lag tests.
Intuition notwithstanding, this effect was predicted by the model.



€. A Coxminuous PAIRED-AsSOCIATE MEMORY TAsSK wiTn MULTIPLE
REINFORCEMENTS (EXPERIMENT 3)

In contrast to a typical short-termn memory task, the subjects’ strategy
in paired-associate learning shifts from a reliance on rehearsal processes
to a heavy emphasis on coding schemes and related processes that
facilitate long-term storage. There are many factors, however, that
contribute to such a shift, and the fact that items are reinforced more
than once in a paired-associate learning task is only one of these. In the
present experiment, all factors are kept the same as in Experiment 1,
except for the number of reinforcements. It is not surprising, then, that
subjects use essentially the same rehearsal strategy found in Experiment
1. It is therefore of considerable interest to examine the effects associated
with repeated reinforcements of the same item.

In Experiment 3 only one stimulus set size, s = 8, was used. Each
session began with eight study trials on which the eight. stimuli were
each randomly paired with a response. The stimuli and responses were
two-digit numbers and letters, respectively. After the initial study trials,
the session involved a series of consecutive trials each consisting of a
test phase followed by a study phase. On each trial a stimulus was
randomly selected for testing and the same stimulus was then presented
for study on the latter portion of the trial. Whereas in Experiment 1,
during the study phase of a trial, the stimulus was always re-paired with
a new response, in the present experiment the stimulus was sometimes
left paired with the old response. To be precise, when a particular S-R
pair was presented for study the first time, a decision was made-as to
how many reinforcements (study periods) it would be given ; it was given
either 1, 2, 3, or 4 reinforcements with probabilities .30, .20, .40, and .10
respectively. When a particular S-R pair had received its assigned
number of reinforcements, its stimulus was then re-paired with a new
response on the next study trial, and this new item was assigned a
number of reinforcements using the probability distribution specified
above. In order to clarify the procedure, a sample sequence from trials
n to n+ 19 is shown in Fig. 10. On trial n + 2 stimulus 22 is given a new
response, L, and assigned three reinforcements, the first occurring on
trial n+ 2. The second reinforcement occurs on trial »+ 3 after a lag
of zero. After a lag of 6, the third reinforcement is presented on trial
n + 10. After a lag of 8, stimulus 22 is re-paired with a new response on
trial # + 19. Stimulus 33 is sampled for test on trial 2+ 6 and during the
study phase is assigned the new response, B, which is to reccive two
reinforcements, the second on trial »+ 9. Stimulus 44 is tested on trial
n+ 4, assigned the new response X which is to receive only one reinforce-
ment; thus when 44 is presented again on trial #+ 16 it is assigned
another response which by chance also is to receive only one reinforee-
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ment, for on the next trial 44 is studied with response Q. The subject is
instructed, as in Experiments 1 and 2, to respond on the test phase of
each trial with the letter that was last studied with the strmulus being
tested.

The same display devices, control equipment, and timing rela.tmns_
used in Experiment 1 were used in this study. There were 20 subjects,
each run for 10 or more sessions; & session consisted of 220 trials. Details
of the experimental procedure, and a.more extensive account of the data
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Fre. 10. A sample sequence of trials for Experiment 3.

analysis, including a fit of the model to response protocols of individual
subjects, can be found in Brelsford, Shiffrin, and Atkinson (1968).

‘The model for Experiment 1 may be used without change in the
present situation. There is some question, however, whether it is reason-
able to do so. The assumptions concerning LTS storage and decay may
be applied to items which are given multiple reinforcements: information
is transferred to LTS at a rate § whenever the item resides in the buffer,
and decays from LTS by the proportion r on each trial that the item is _
not present in the bufler. The assumption regarding O items also may
be applied : since the atimulus already is in the buffer, the new response
replaces the old one, thereby entering the item in the buffer (if, a3 is the
case in this experiment, the old response is given yet another study, then
nothing changes in the bufler). N items, however, are not so easily dealt
with. N items, remember, are items whose stimuli are not currently
represented in the buffer. In Experiment 1, the stimulus of every Nitem
also was being paired with a new response. In the curront experiment
this is not always the case; some N items, although not in the buffer,
will be receiving their sccond, third, or fourlth reinforcoment when
presented for study. That is, some N items in this experimeat will
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already have a substantial amount of information stored on them in
[, TS. Tt seems reasonable that subjects may not rehearse an item which
has just been retrieved correctly from LTS. The assumption regarding
N items is therefore modified for purposes of the present experiment as
follows. If a stimulus is tested and is not in the buffer, then a search of
LTS is made. If the response is correctly retrieved from LTS, and if that
stimulus-response pair is repeated for study, then that item will not be
entered into the buffer (since the subject “knows’ it already). If a new
item is presented for study (i.e., the response to that stimulua is changed),
or if the correct response is not retrieved from LTS (even though the
subject may have made the correct response by guessing), then the
study item enters the buffer with probability «. This slight adjustment
of the replacement assumption allows for the fact that some items
presented for study may already be known and will not enter the
rehearsal buffer. This version of the model is the one used later to
generate predictions for the data.

. 1. Resulls

Figure 11 presents the probability of a correct response as a function
of lag for items tested after their first, second, and third reinforcements.
The number ot observations is weighted not only toward the short lags,

PROBABILITY OF A CORRECT RESPONSE

F1g. 11. Observed and theoretieal probabilitios of a correct response as a
function of lag for itoms tested following their first, socond, or third reinforcement
(Experiment 3). --0O-— Threo reinforcoments; ——0-- two reinforcoments:
- - @—- one reinforcement ;— theory.
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but also toward the smaller numbers of reinforcements. This occurs
because the one-reinforcement lag curve contains not only the data from
the items given just one reinforcement, but also the data from the first
reinforcement of items given two, three, and four reinforcements.
Bimilarly, the lag curve following two reinforcements contains the data
from the second reinforcement of items given two, three, and four
reinforcements, and the three-reinforcement curve contains data from
the third reinforcement of items given three and four reinforcements.
The lag curves in Fig. 11 are comparable to those presented elsewhere
in this paper. What is graphed is the probability of a correct response to
an item that received its jth reinforcement, and was then tested after a
lag of n trials, The graph presents data for n ranging from 0 to 15 and
for j equal to 1, 2, and 8. Inspecting the figure, we see that an item which
received its first reinforcement and was then teated at a lag of 8 trials
gave a correct response about 23 %, of the time; an item that received its
second reinforcement and was then tested at lag 8 had about 449/
correct responses; and an item that received its third reinforcement and
was then tested at lag 8 had about 81 %, correct.

The curves in Fig. 11 exhibit a consistent pattern. The probability
correct decreases regularly with lag, starting at a higher value on lag 1
the greater the number of prior reinforcements. Although these curves
are quite regular, there are a number of dependencies masked by them.
For example, the probability of a correct response to an item that
received its second reinforcement and was then tested at some later
trial will depend on the number of trials that intervened between the
first and second reinforcements. To clarify this point consider the
following diagram

Ings ngd

(18t study) : {1st test) (Znd study) (2nd test)

Item 22-Z js given its first reinforcement, tested at lag a and given a
second reinforcement, and then given a second test at lag b. For a fixed
lag b, the probability of a correct response on the second test will depend
on lag e. In terms of the model it is easy to see why this is so. The proba-
bility correct for an itom on the second test will depend upon the amount
of information about it in LTS. 1f lag « is extremely short, then there
will have been very little time for LTS strength to build up. Conversely,
a very long lag a will result in any LTS strength decaying and dis-
appearing. Hence the probability of a correct response on the second
test: will be maximal at some intermediate value of lag a; namely, at a



lag which will give time for LTS strength to build up, but not so much
time that excessive decay will oceur. For this reason a plot of probability
correct on the second test as a function of the lag between the first and
second reinforcement should exhibit an inverted U-shape. Figure 12 is
such a plot. The probability correet on the second test is graphed as a
function of lag a. Four curves are shown for different values of lag b. The
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Fia. 12. Observed and theoretical probabilitios of & corroct response as a function
of lag a (the spacing betwoen the first and second reinforcement) (Experiment 3).

four curves have not been lumped over all values of lag b because we
wish to indicate how the U-shaped effect changes with changes in lag b.
Clearly, when lag & is zero, the probability correct is one and there is no
U-shaped effect. Conversely, when lag b is very large, the probability
correct will tend toward chance regardiess of lag @, and again the U-
shaped effect will disappear. The functions shown in Fig. 12 give support
to the assumption that information is being transferred to LTS during
the entire period an item resides in the buffer. If information is trans-
ferred, for example, only when an item first enters the buffer, then our
model will not predict the rise in the functions of Fig. 12 for lag a going
from zero to about five. The rise is due to the additional information
transferred to LTS as lag @ increnses.

2. Theoretical Analysis

A brief review of the model is in order. O items (whose stimulus is
currently in the buffer) always enter the buffer. N items (whose stimulus
is not currently in the buffer) enter the buffer with probability a if they
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are u.lso new items (i.e., receiving their first remforcement) However,
N items do not enter the bulfer if thoy are repeat items and were correctly
retreived from LTS on the immediately preceding test ; if they are repeat
items and a retrieval was not made, then they enter the buffer with
probability «. An Q item entering the buffer ocoupies the position of the
item already there with the same stimulus; an entering N item randomly
replaces one of the items currently in the buffer. During the period an
item resides in the buffer, information is transferred to LTS at a rate
per trial. This information decays by a proportion r on each trial after
an item has left the buffer.!* The subject is always correct at a lag of zero,
or if the item is currently in the buffer. If the item is not in the buffer a
search of LTS is made, and the correct response is retrieved with a
probability that is an exponential function of the amount of information
currently in LTS (i.e., the same function specified for Experiments 1 and
2). If the subject fails to retrieve from LTS, then he guesses. There are
four parameters for this model: r, the buffer size; «, the buffer entry
probability; 8, the transfer rate of information to LTS; and », the
parameter characterizing the LTS decay rate once an item has Jeft
the buffer.

Estimates of r, «, 0 and r were made using the data presented in.
Figs. 11 and 12. We shall not go into the estimation procedures here,
for they are fa.lrly complex ; in essence they involve a modified minimum
x® procedure where the theoretical values are based on Monte Carlo runs.
The parameter estimates that gave the best fit to the data displayed in"
Figs. 11 and 12 were as follows: r=3; a =.85; 0 = 1.24; and r = .82.
Once these estimates had been obtu.med they were then used to generate
a large-scale Monte Carlo run of 12,500 trials. The Monte Carlo procedure
involved generating pseudo-data following precisely the rules specified
by the model and consulting a random numbér generator whenever an
event occurred in the model that was probabilistically determined. Thus
the pseudo-data from a Monte Carlo rup is an example of how real data
would look if the model was correct, and the parameters had the values
used in the Monte Carlo computation. In all subsequent discussions of
Experiment 3, the predicted values are based on the output of the Monte
Carlorun. The run was very long so that in all cases the theoretical curves
are quite smooth, and we doubt if they reflect fluctuations due to
sampling error. A detailed account of the estimation and prediction
procedures for this experiment is given in Brelsford, Shiffrin, and
Atkinson (1968).

The predictions from the theory are shown as the smooth curves in

14 In this experiment an item receiving = reinforcementa may enter. the buffer as

many a3 z times. When the itom is in the buffer the §-process is activated, and
when not in the buffer the r-process takes over,
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Figs. 11 and 12. It should be evident that tho predicted values are quite
close to the observed ones. Note also that the seven curves in the two
figures are fit simultaneously with the same four parameter values; the
fact that the spacing of the curves is accurately predicted is particularly
interesting.

We now examine a number of statistics that were not used in making
parameter estimates. First consider the all-same and all-different curves
shown in Fig. 13; these are the same functions displayed in Figs.  and 6
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F10. 13. Obeerved and theoretical probabilities of & correct respbnse a8 o fune-
tion of lag for the “all-same™ and “all-different™ conditions (Experiment 3).
-~@-— all-same; ——¢—- all-different ;—theory.

for Experiment 1. For the all-same curve, we compute the probability
of a correct response as a function of the lag, when all the intervening
. items between study and test involve the same stimulus. There are three
such curves, depending on whether the study was the first, second, or
third reinforcement of the particular 8-R pair. The model predicts that
" once the intervening stimulus enters the buffer, there will be no further
chance of any other item being knocked out of the buffer. Hence these
curves should drop at a much slower rate than the unconditional lag
curves in Fig. 11. The all-different curve plots the probability of a
correct response as a function of lag, when the intervemning items between
study and test all involve different stimuli. Again theré are three curves
depending on whether the study was the first, second, or third reinforce-
ment of the 8-R pair. The all-different sequence maximizes the expected
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number of intervening N items and therefore the curve should have a
muoh faster drop than the unconditional lag .curves in Fig. 11. The
are shown in the figure as solid lines. The eorrespondence
between prelheted and observed values is reasonably good. It is par-
ticularly impressive when it is notéd that the parameter values used in
making the predictions were estimated from the previous data.
We next examine the data displayed in Fig. 14. Consider a sequence
of consecutive trials all involving the same stimulus, but where the
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Fro. 14. Observed and theoretical probabilities of a correct response as a
function of the number of consecutive preceding items using the same stimulus
(Experiment 3). )

response paired with the stimulus on the study phase of the last trial in
the sequence is different from the response on the immediately preceding
trial. Then, the theory predicta that the longer this sequence of consecu-
tive trials, the higher will be the probability of a correct response when
the last item studied in the sequence is eventually tested. This is so
because the probability of the last item entering the buffer increases as
the length of the sequence increases: once any item in the sequence
enters the buffer, every succeeding one will. The data is shown in Fig. 14.
What is graphed is the length of the sequence of trials all involving the
same stimulus versus the probability of a correct response when the last
item studied in the sequence is eventually tested. In this graph we have
lumped over all lags at which the eventual test of the last item is made,
The predictions generated from the previously estimated parameter
values are shown a& the smooth line. The predicted values, though not
perfect, are surprisingly close to the observed proportions correct. It is
worth reemphasizing that considerations of negative transfer make this
result somewhat unexpected (see p. 140).
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We next examine another prediction of the theory that ran counter to
our initial intuitions. To make matters clear, consider the following
diagram:

laga lngd
22-Z srecarsrannaconneeorre 22 22-X Serrvertsanprassonl 22
(study) {test) (study} (test)
Item receives Asgignment
its jth, of new
reinforoement response

Item 22-Z is studied for the jth time and then tested at lag a; on this
trial 22 is paired with & new response X, and tested next at lag b. Accord-
ing to the theory, the shorter lag a, the better performance should be
when the item is tested after lag b. This prediction is based on the fact
that the more recently a stimulus had appeared, the more likely that it
was still in the buffer when the next item using it was presented for
study; if the stimulus was in the buffer, then the item using it would
automatically enter the buffer. In the present analysis, we examine this
effect for three conditions: the preceding item using the stimulus in
question could have just received its first, second, or third reinforcoment.
Figure 15 presents the appropriate data. In terms of the above diagram,
what is plotted is the value of lag a on the abscissa versus the probability
of a correct response lumped over all values of lag b on the ordinate;
there is a separate curve forj =1, 2, and 3.
The predicted curves are ba.sad upon the previous pa.ra.meter esti-
mates. The predictions and observations coincide fairly well, but the
effect is not as dramatic as one might hope.!® One problem is that the
predicted decrease is not very large. Considerably stronger effects may
be expected if each curve is separated into two components: one where
the preceding item was correct at test and the other where the preceding
item was not correct. In theory the decrease predicted in Fig. 15 is due
to a lessened probability of the relevant stimulus being in the buffer as
lag a increases. Since an item in the buffer is alwayxs responded to cor-
rectly, conditionalizing upon correct responses or errols (the center test
in the above diagram) should magnify the effect. To be precise, the
decrease will be accentuated for the curve conditional upon correct
responses, whereas no decrease at all is predicted for the curve conditional
upon errors: If an error is made, the relevant stimulus cannot be in the
buffer and hence the new item enters the buffer with probability «

15 A.cm've comparsble to tho ono displayed in Fig. 15 for tho one-reinforcement
condition was gbtained, from the data of Experiment 1. This curve showed a
similar but more pronounced drop and was well predicted by the modol.
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independent of lag a. Figure 16 gives the conditional curves and the
predictions. The decreasing effect is fairly evident for the “correct”
curves; as predicted, the “‘error’ curves are quite flat over lags.!® Con-
ceivably one might argue that the effects are due to item selection,
correct responses indicating easier stimuli and incorrect responses
indicating more difficult ones. This objection, however, seems contra-
indicated in the present case. It is difficult to imagine how item selection
could explain the crossing of the correct and error curves found in each
of the three diagrams.!? Indeed, the model does not explain the crossover
—the model predicts that the two curves should meet. The model is in
error at this point because it has not been extended to include negative
transfer effects, an extension which would not be difficult to implement. .
An item responded to correctly at a long lag probably has a strong LTS
trace; this strong trace would then interfere with the LTS trace of the
new item which, of course, uses the same stimulus. All in all, these curves
and predictions may be considered to provide fairly strong support for
- the details of the model, even to the extent of illuminating the one aspect
omitted, albeit intentionally, from the assumptions.

The aspect left out is, of course, that of LTS response competition, or
negative transfer. The model fails to take account of this effect because
it fails to leep track of residual LTS strength remaining as a result of the
previous items using the same stiniulus. This lack is most clearly indi-
cated by the occurrence of intrusion errors, particularly errors which
were correct responses on the preceding occurrence of that stimulus, For
example, consider the following sequence:

(study) (tost)  (study) ' (test)
Item receives Assignment
ite jth of new
. reinforcement response

16 The astute reader will have noticed that thé predicted decrease becomes
amaller es the number of reinforcements increases. The fact that the data support
this prediction is quite interesting, for it sheds light upon the buffer roplacement
assumptions used in this model. The decreasing effcet as reinforeements increase is
predicted because the probability of entering the buffor is reduced for an itom
receiving its third reinforcement; remember, an itom rotoveréd from LTS is not
entered into the buffer. Thus as reinforcements increase, tho probability of being
in the buffer decreases, and-tho normally increased probability of boing in the
‘buffer as o result of & short lag a is partially counterbalanced. :

17 Undoubtedly there are some selection effects in the data graphod in Fig. 16,
but their magnitude is difficult to determine, Thus, these data should bo regarded
with seme wariness. ’
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Item 22-7 is studied for the jth time and then tested at lag ¢; on this
trial 22 is paired with a new response X and next tested at. lag b, By an
intrusion error we mean the occurrence of response Z when 22 is tested
at the far right of the diagram. The model predicts that these intrusion
errors will be at chance level (1f26), independent of lag and number of
reinforcements. In fact, these predictions fail. Figure 17 presents the
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probability of intrusion errows as & function of lag b; where the data have
been luped over all values of lng a, three curves are plotted forj =1, 2,
and 3. This failure of the model is not very distressing because it was
expected: the model could be extended in a number of obvious ways to
take aceount of competing LTS traces without appreciably changiug any
of the predictions so far presented. The extension has not been made
because our intercst in this study is centered upon shovt-term effects.

Judging by the agreement between theory and data for cach of the
cflects exawined, the acenracy of the model is extremely good. It is
interesting to note that the multiple-reinforcement procedure is not
sufficient by itself 1o enuse the subjects to switch their strategics from
rehearsal to eading. The major emphasis still appears Lo be on rehearsal
manipulations in 8T8, a not entirely surprizing resnlt sinee the sitiation
is identical to that used in Experiment 1 except for the number of
reinforcements given. The eomments previously made converning the
difficulty assoeiated with IS storage in Experiment. | apply here also.
Because the erphasin is upon short-term mechanisnis, this sxperiment
is not to be eousidered in any strong sense as a bridge to iho usual paired-
associtte learning situation. Nevertheless, s number of leng term effects,
such as indrusion evrors awd interference eaused by proviously learned
items o1 new items with the same stimontus, demoustrale that LTS
mechanisms eannot be ignured in the theory. In Secfion V we eonsider
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experiments that are designed to provide a sharper picture of the
workings of LTS; experimentally this is accomplished by systematically
varying the number of items in LTS through which searches must be
made. Before considering this problem, however, there are other features
of the STS rchearsal strategy to be explored. We turn next to an experi-
ment in which the probability of entering an item into the buffer is
manipulated experimentally.

D. Overt vERrsUs COVERT STUDY PROCEDURES (EXPERIMENT 4)

The statistics considered in the previous section leave little doubt
about the role of O items, N items, and the buffer entry parameter «. But
one question we have not considered is whether « is amenable to experi-
mental manipulation; if the process is really under the control of the
subject, such manipulation would be expected. We now turn to a study
by Brelsford and Atkinson (1968) which was designed to answer this
question.

In Experiment 1, the preportions of O items and N items were varied
by changing the sizc of the stimulus set, and the predicted differences
were found. Manipulating «, however, is a somewhat more subtle task
since it is the subject’s strategy that must be affected. One experimental
device which seems likely to increase the probability of an item’s entering
the buffer is to have the subject recite the item aloud as it is presented
for study; this will be referred to as the “‘overt” study procedure. The
*eovert’ study procedure is simply a replication of the procedure used
in Experiment 1 where the subject was mot required to recite the item
aloud when it was presented for study, but simply told to study it.

1. Method

The method was identical to that used in Experiment I except for the
following changes. The size of the stimulus set was fixed at six for all
subjects and sessions. Each session consisted of 200 trials divided into
four 50-trial blocks alternating between the overt and covert conditions.
The initial 50-trial block was randomly chosen to be either an overt or a
covert condition. The covert condition was identical in all respects to
Experiment 1; when the word “study” and an 8-R pair appeared on the
CRT (the display screen) the subjéets were told to silently study the
item being presented. In-the overt blocks, instead of the word *‘study”
appearing on the CRT during the study portion of a trial, the word
“rehearse’” appeared. This was a signal for the subject to recite aloud
twice the item then being presented for study. This was the only difference
from the procedure used during the covert trials. Tt was hoped that the
act of repeating the items aloud would raise the subject’s probability of
entering the item into his rehearsal buffer,
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2. Resulis

In order to allow for the subject’s acclimation to a change in study
conditions, the first I6 trials of each 50-trial block are not included in
the data analysis. Figure 18 presents the lag curves for the overt and
covert conditions. It is evident that performance is superior in the overt
condition. Furthermore, the overt lag ourve is S-shaped in form, an
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Fra. 18. Observed and theoretical probabilities of & correct response as a
function of lag (Experiment 4). @ Overt; 0 covert ;—theory.

effect not observed in earlier curves. Since the parameters of the models
will be estimated from these curves, the model is presented before
considering additional data.

The model for the covert condition is, of course, identical to that used
in the analysis of Experiment 1. It has the four parameters r, «, 8, and .
Since it was hypothesized that a« would be rajsed in the overt condition,
we might try estimating « separately for that condition. Thia version of
the model will not fit the overt data, however, because of the pronounced
S-shaped form of the lag curve. Although setting « equal to 1.0 will
predict better performance in the overt condition, the lag curve will
have the form of an exponentially decreasing function, which is clearly
not found in the data. In order to account for the 8-shaped curve, we
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need to assume that in the overt condition the subject tends to knock the
oldest items out of the buffer first. In the model for the covert ease, an
entering N item is said to knock out at random any item currently in the
buffer. It will be assumed for the overt case that an entering N item tends
to replace the oldest item in the bufier; remember () items are items
whose stimulus is currently in the buffer and they automatically replace
the item with that stimulus. This probability of knocking the oldest
items from the buffer first is specified as follows: if there are r items in
the buffer and they are numbered so that item 1 is the oldest and item r
is the newest, then the probability that an entering N item will knock
the jth item from the buffer is

3(1 — §)i-1
i g

Thig equation is derived from the following scheme. The oldest item is
knocked out with probability . If it is nof knocked out, then the next
oidest is knocked ont with probability 8. The process continues eyclically
until -an item is tinally selected to be knocked out. When § approaches
zero, the knockout probabilities are random, as in the covert case. When
8 is greater than zero there will be a tendency for the oldest items to be
knocked out of the buffer first; in fact if § equals one, the oldest item will
always be the one knocked out. It should be clear that the higher the
value of 3, the greater the S-shaped effect predicted for the lag curve.

The model for the curves in Fig. 18 is therefore structured as follows.
The parameters r, 8, and v will be assumed to be the same for the two
conditions; the parameters « and & will be assumed.to be affected by the
experimental manipulation. To be precise, in the covert case « will be
estimated. freely and 8 will be set equal to zero, which is precisely the
model used in Experiment 1. In the overt case, a will be set equal to 1.0,
which means that every item enters the buffer, and § will be estimated
freely. The parameter values that provided the best y? fit to the data
in Fig. 30 were r=3, 8 =.97, v=00; for the covert condition the
estimate of « was .58 (with & equal to zero) and for the overt condition
the estimate of 5 was .63 (with « equal fo one). The predictions for this
sot.of parameter values are shown in Fig. 18 as smooth curves. The
improvement in performance from the covert to overt conditions is well
predicted ; actually it is not obvious that variations in either « or 3
should affect the overall level of performance. The principal reason for
the improvement is due to the value of «; placing every item into the
buffer means that an item entering the buffer will be expected to stay
there for a shorter period than if some items did not enter the buffer.
This shorter period in the buffer, however, is outweighed by the advan-
tages resulting from the entry of every item in the first place. It is not
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easy to find statistics, other than the gross form of the lag curve, which
reflect changes in 8; thus the assumption that the oldest items are lost
first is not easy to verify in a direct way. Nevertheless, it is quite common
to find experiments that yield S-shaped recency curves and these resuits
can be fit by assuming that the oldest items in the buffer tend to be
knocked out first. Other examples will be presented in Section V.

A number of additional aspects of the data will now be examined.
First we consider the *“‘all-same’ and “all-different” lag curves. Figure 19
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PROBABILITY OF A CORRECT RESPONSE

ALL-SAME

1 L 1 ! ] l | | 1 1 1 J
0 1 2 3 4 5 0 | 2 3 4 5

F1g. 19. Observed and theorstical probabilities of a correct response as a
function of lag for the “all-eame” and “all-differont” conditions {Experiment 4),

gives the “‘all-same” lag curves for the overt and covert conditions, This
curve gives the probability of a correct response for an item when all of
the intervening items (between its study and test) have the same
stimulus. This curve will be quite flat because the items following the
first intervening item tend to be O items which will not knock other
items from the buffer (for the overt case, every item following the first
intervening item is an O item, since all items enter the buffer). Figure 19
also presents the “all-different™ lag curves. This curve is the probability
of makirig a correct response to a given item when the other items inter-
vening between its study and test all involve different stimuli. The
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predictions generated by the previous parameter values are given by the
smooth curves; they appear to be quite accurate.

We now look for an eftect that will be sharply dependent upon the
value of « and hence differ for the overt and covert conditions. Such an
effect is given in Fig. 20; graphed there is the probability of a correct
response as a function of the number of immediately preceding items
having the same stimulus as the item in question, This is the same
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Frc. 20. Observed and theoretical probabilities of a correct response as a
function of the number of consecutive preceding items all nsing the same stimulus
(Experimont 4).

statistic that is plotted in Figs. 9 and 14; it isnot a lag curve because the
probability correct is given as an average over all possible lags at which
the item was tested. If « is less than 1, then the length of the preceding
sequence of items with the same stimulus will be an important variable;
since any item in the sequence which enters the buffer will cause cvery
succceding item in the sequence to enter the buffer, the probability that
the item in question enters the huffer will approach one as the tength of
the preceding sequence of items all using the same stimulus increases.
For « equal to 1 (overt condition), every item cnters the buffer and
therefore nochange would be expeeted. As indicated in Fig. 20, the data
and theory are in good agreement. The slight rise in the data points for
the overt condition may indicate that an estimate of « a little below 1.0
would improve the predictions, but the fit as it stands seems adequate.
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E. ADDITIONAL VARIABLES RELATED TO THE REHEARSAL BUFFER
{(EXPERIMENTS 5, 6, AND 7)

1. Known Items and the Buffer (Experiment 5)

In this section we shall consider briefly a number of other variables
that relate to the rehearsal buffer. The overt manipulation in the pre-
ceding section succeeded in raising to near 1.0 the probability of entering
an item in the buffer. As an alternative, one would like an experimental
manipulation which would cause the entry probability to drop to near
zero for some items. W. Thomson at Stanford University has performed
an experiment. that satisfies this requirement. The experimental manipu-
lation involves interspersing some extremely well-known items among a
series of items never seen before. The assumption is that a well-known
item will not enter the rehearsal buffer. The experiment was performed
using & modification of the ‘‘all-different” stimulus procedure employed
in Experiment 2. The atimuli were consonant-vowel-consonant trigrams .
and the responses were the digits 0-9. For each subject two stimuli were
chosen at the start of the first session and assigned responses. These 8-R
pairs never changed throughout the series of sessions. Except for these
two items all other items were presented just once. The size of the to-he-
remembered set(s) was six which included the two “known” items. The
presentation schedule was as follows: on each trial with probability .5
one of the two known items would be presented for test and then given
yet another study period ; otherwise one of the four items in the current
to-be-remembered set would be tested and a new stimulus-response pair
then presented for study. Thus, the task was like that used in Experi-
.ment 2, except that on half the trials the subject was tested on, and then
permitted Lo study, an S-R pair which was thoroughly known. The data
from the first seasion in which the known items were being learned will
not be considered.

The simplest assumption regarding the two known items is that their
probability of entering the buffer is zero. This assumption is the one used
in the multiple-reinforcement study (Experiment 3); namely, that an
item successfully recovered from LTS is not entered into the buffer.!® In
contrast to Experiment 3, in this study it is easy to identify the items
that are known since they are experimentally controlled ; for this reason
we can look at a number of statistics depending upon the likelihood of
entering known items into the buffer. The one of particular interest is
presented in Fig. 21, Graphed there is the unconditional lag curve, the

18 Underwood and Ekstrund (1967) have found that ingertion of known items
from a previously learned list into & succeeding list improves performance on the
‘learning of unknown items on the second list, although list length was a confounded
variable,
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“all-known-intervening’” lag curve and the ‘‘all-unknown-intervening™
lag curve. By known itema we mean the two S-R pairs that repea.tedlv
are being studied and tested; by unknown items we moan those pau‘s
that are studied and tested only onee. The unconditional lag eurve gives
the probability correct for unknown items as a funetion of lag, inde-
pendent of the type of ilems intervening hetween study and test; of
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Fra. 21. Observed and theuretical probabilitioca of A correct response as a
function of lag, for the overall condition end for the “all-known-intervening®’ ond
“all-unknown-intervening” conditions (Experiment 5).

course, the corresponding curve for known items would be perfect at all
lags since subjects never make errors on them. The all-known-intervening
curve gives the probability correct as a function of lag, when all of the
items intervening between study and test are known items. 1f none of
the known items enter the buffer, this curve should be level from lag 1
on and equal to «, the probability that the item entered the buffer when
presented for study. At the opposite extreme is the all-unknown-
intervening curve; when all the intervening itemis are new, the proba-
bility of knocking the item of interest from the buffer inereases with fag
and therefore the curve should deesy at a rapid rate. [t may be seen that
this curve indecd drops at a more rapid rate than the unconditional lag
curves. The marked difference between the all-known and all-unknown
curves in Fig. 21 leads us to conclude that known and unknown items
clearly have different probabilities for entering the rehearsal buffer. If
-the all-known curve were that aftor lag 1, then the probability for entering
a known item into the buffer would be zero. Another possibility is that
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e is indeed zero for known items, but that the subject occasionally picks
an item from LTS for additional rehearsal when a known item is
presented.

2. Response Time Measures (Experiment 6)

We now turn to a consideration of some latency results, Potentially,
latencies offer an avenue of analysis that could be more fruitful than the

MEAN LATENCY (SECONDS)

8 STIMULI
25 -
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Fio. 22. Observed and theorotical mean latencies as a function of lag for corroct:

and incorrect responses (Experiment 6). —-e—— Error latencies; ——O—- correct
latencies ;—predicted latencies,

analysis of choice response data ; we say this beeause the latencies should
reflect search .and retrieval times from both STS and LTS. A detasiled
latency analysis is beyond the scope of this paper, but one simple result
will be considered. Figure 22 presents the.average Intencies as a function
of lag for correct and incorrect responses in a study by Brelsford et al.
(1966). This experiment employed the same procedure described carlier
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in our discussion of Experiment 1 except that only 6 rather than 26
-responses were used. As in Experiment 1, this study used three different
stimulus-set sizes; i.e., s equalled 4, 6, or 8. For each stimulus set in
Ilig.- 22 it may be scen that the correct and incorrect latency curves
converge at long lags. This convergence would be expected since the
probabilitv of a correct. response is dropping toward chance at long lags.
The-theorctical curves are based on an extremely simple latency model
which assumes that Intencios for responses correctly retrieved from cither
LTS or 8TS have a fixed mean value A, whereas a failure to retrieve and
a subsequent guess has’e fixed mean value of X'. Thus error responses
always have a mean lateney X5 however, a correct résponse may oceur
as aresult of a retrieval from memory or a correct guess, and t,onsequentl_v
its latency is a weighted average of A and A’. We can estimate A’ as the
average of the points on the latency lag eurve for errors, and A can be
set equal to Lhe latency of a correct response at lag zerosince all responses
are due to retricvals from memory at this lag. In order to predict the
remaining latency data, we make use of the observed probability of a
correet response as a function of lag; these values are reported in
Brelsford et al. (1966). If p; is the obserw'd probability of a correct
response at lag i, then
pi=xi+ (1 --x)g

where x; is the probability of retrieving the response from niemory and
(1 - =)} is the probability of making a correct response by, guessing.
Estimating z; in this way, we predict that the mean latency of a correct
response at kg ¢ is simply xA + (1 — )X, Using this equation and
estimating A and A" as indicated above, leads to the theoretical curves
displayed in Fig: 22. The error lateney curve is pred'u ted to be equal to
A’ for all lags, whereas the correct latency curvé is A at lag 0 and
approaches A’ over lags as the estimate of x; goes to zero. This latency
model is of course oversimplified, and fails to take into account differ-
ences in latencies due to retrieval from 8TS as compared to retrieval
from LT'S; the results nevertheless indicate that further analyses nlong
these lines may prove fruitful.

3. Time Estimation (Kaperinmend 7)

One factor related to our mordel that has not been disenssed is tem-
poral memory. It seems clear that there is some form of long-term
“temporal memory ; in a negative transfer peadigm, for example, thede
must be some mec h.umm by which the subject ean distinguish het ween
the most recent response paired with a stimulus versus some other
response paired with that stimulus at an earlier time. This temporal
memory undoubtedly involves the long-term store; somehow when an
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event is stored in LTS it also must be given a timo tag or stored in such
a way that the subject can date the event (albeit imperfectly) at the
time of retrieval. In addition to long-term temporal storage, there is
evidence that a subject’s estimate of elapsed time depends upon an
iter’s length of residence in the buffer. An experiment by R. Freund
and D. Rundis at Stanford University serves to illustrate the dependence
of temporal memory upon the buffer.'? The study employed essentially
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Fia. 23.. Observed and thoorotical probabilities of & eorrect response as &
function of lag (Experiment 7). - - - Observed ;—predicted.

the same procedure used in Experiment 2. There was a continuous
sequence of test-plus-study trials and the stimuli kept changing through-
out each session; each stimulus appeared only onee for study and test. .
The stimuli were consonant-vowel-consonant trigrams and the responses
were the 26 letters of the alphabet; the size of the to-be-remembered set:
of items was fixed at eight. When a stimulus was tested the subject first
gave his best guess of the response that had been previously studied with
the stimulus and then gave an estimate of the number of trials that inter-
vened between the item’s initial study and final test ; this-estimate could
range from 0 to 13; if the subject felt the lag was greater than 13 he
responded by pressing a key labeled 144,

The unconditional lag curve for the probability of a correct response
is presented in Fig. 23. The solid line represents the predictions that were

19 This study employs a time-estimation procodure similar to ono developed by
L. R. Peterson (personal cominunication).
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generated by the model used to fit Experiment 2. The parameter values
providing the best fit to the lag curve were r =2, a=.57, §=.13,
7 = 1.0. The data of interest is presented in Fig. 24. The average lag
judgment is plotted as a function of the actual lag. The solid dots are
the average lag judgments for those items to which a correot response
wag given ; the open circles are the average lag judgments for those items
to which an incorrect response was given. If lag judgments were perfect,
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Fro. 24. Observed and theoretical mean lag judgments as a function of the

actual lag (Experiment 7). © Error data;—error theory; @ correct data; ——cor-
rect theory.

they would fall on the 45° diagonal; it may be seen that the correct
curveis fairly accurate to about lag 5 and thenails off. ‘I'he lag judgments
associated with incorreet responses seem to be virtually unrelated to the
actual lag. This indicates that the retrieval of a correct response and
temporal estimation are closely related. An extremely simple model for
this data assumes that the mean lag judgment for-an item in the buffer
ia the true lag value; any item not in the buffer is given a lag judgment
at random from a distribution that.is unrelated to the true lag. The
predictions using the above parameter estimates are shown in Fig. 24.
Freund and Ruundis have developed more elaborate models which
include both & long- and short-term temporal memory and have obtained
quite accurate predictions; but these models will not be examined here.
The point we want to make by introducing these data is that temporal
‘memory may be tied to the shert-term system even more strongly than
to the long-term system.
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V. Experiments Concerned with Long-Term Search and Retrieval

The major purpose of this section is to examine a series of experiments
concerned with search and retrieval processes in LTS. These experiments
differ from those of the preceding section in that the memory tasks are
not continuous; rather, they involve a series of discrete trials which are
meant to be relatively independent from one to the next. On each trial
a new list of items is presented sequentially to the subject for study;
following the presentation a test is made on some aspect of the list.
Using this procedure, the size of the list, d, can be systematically
manipulated. Variations in list size affect the size of the memory set
through which the subject must search when tested, and consequently
search and retrieval processes can be examined in more detail than was
previously possible. The title of this section is not meant to imply,
however, that the short-term processes involved in these experiments
are different from those appearing in the continuous-presentation
situations; in fact, the models used to describe the experiments of this
section will be based upon the same STS rehearsal buffer introduced
earlier. The difference is one of emphasis; the long-term processes will
be elaborated and explored in greater depth in this section. This explora-
tion of long-term models will by no means be exhaustive, and will be less
extensive than that carried out for the short-term processes.

Prior to an examination of particular experiments, a few remarks need
to be made about the separability of lists. In any experiment in which
a series of different lists is presented, we may ask just what information
in LTS the subject is searching through at test. The game problem arises,
though less seriously, in experiments where the subject is tested on only
one list. Clearly the information relevant to the current list of items
being tested must be kept separate from the great mass of other informa-
tion in LTS, This problem is accentuated when individual lists within a
session must be kept separated. How this is managed-is somewhat of a
mystery. One possible explanation would call for a search along a tém-
poral memory dimension: the individual items could be assumed to be
temporally ordered, or to have “time tags.” It is not enough to propose
that search is made through all items indiscriminately and that items
recovered from previous lists are recognized as such and not reported;
if this were true, the duration and difficulty of the search would increase
dramatically over the session. In fact, the usual result is that there is
little change in performance over a session except for effects concen-
trated at the very start. On the other hand, judging from such factors as
intrusion errors from previous lists, the subject is not able to restrict his
search solely to the current list. In the experiments to follow, we will
make the simplifying assumption, without real justification, that the
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lists are entirely separated in LTS, and that the subject searches only
through information relevant to the list currently being tested.

A. A SeriaL DispLaY PROCEDURE INVOLVING SINGLE TE3TS
(EXPERIMENT 8)

‘This experiment involved a long series of discrote trials. On each trial
a new display of items was presented to the subject. A display consisted
of a random sequence of playing cards; the cards varied only in the
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Fra. 25. Ohserved and theoretical probubilitics of a correct response as a
function of serial position {Experiment 8),

color of a small pateh on one side; four colors (black, white, blue, and
green) were used. The cards were presented to the subject at a rate of
one card every 2 seconds. The subject named the color of each ¢ard as
it was presented; once the color of the card had been named it was
turned {nce down on a table so that the color was no longer visible, and
the next eard was presented. After presentution of the last card in a
display, th~ cards were in a straight row on the table; the card presented
first wis to the subject’s left and the most recently presented card to the
right. The trial terminated when the experimenter pointed to one of the
cards on the table and the subject attempted to recall the color of that
card. The subject was instructed to guess the volor if uneertain and to
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qualify the response with a confidence rating. The confidence ratings
were the numerals 1 through 4. The subjects were told to say 1 if they
were positive; 2 if they were able to eliminate two of the four possible
-colors a8 being incorrect; 3 if one of the four colors could be eliminated
as incorrect; and 4 if they had no idea at all as to the correct response.

It is important to note that only one position is tested in a display on
each trial. The experiment involved 20 female subjects who participated
in five daily sessions, each lasting for approximately 1 hour. Over the
course of the five sessions, a subject was given approximately 400 trials,
The display size, d, was varied from trial to trial and took on the following
values: d =3, 4, 5, 6, 7, 8, 11, and 14. Details of the experimental pro-
cedure are presented in Phillips, Shiffrin, and Atkinson (1967),

Figure 25 presents the probability of a correct response at each serial
position for displays of size 5, 8, 7, 8, 11, and 14. For displays of sizes
3 and 4, the probability correct was 1.0 at all positions. The circles in
the figure are the observed points; the solid lines are predicted curves
which will be explained shortly. The serial positions are numbered so
that item | designates the last item presented (the newest item), and
item d designates the first item presented (tha oldest item). The most
apparent features of the curves are a fairly marked S-shaped recency
portion and a smaller, quite steep primacy portion. For all display sizes,
the probability of & correct response is 1.0 at serial position 1.

1. Theory

We must first decide whether a subject wiil set up and use a rehearsal
buffer in this situation. Despite the fact that the continuous procedure
has been dropped, it is still unlikely that the subject will engage in a
significant amount of long-term coding. This is true because the task is
still one of high ‘‘negative transfer”; the stimuli, which are the positions
in the display, are constantly being re-paired with new responses as a
session continues. Too much LTS encoding would undoubtedly lead to
a high degree of interference among lists. It is only for a relatively weak
and decaying LTS trace that a temporal search of long-term memory
may be expected to keep the various lists separate, This difficulty in
LTS transfer leads to the adoption of short-term strategies. Another
reason for using a rehearsal buffer in this task depends upon the small
list lengths employed ; for small list lengths, there is a high probability
that the item will be in the buffer at the moment of test. Thus the
adoption of & rehearsal buffer is an efficient’ stra.tegy There is some
question concerning just what the unit of rehearsal is in this situation.
For example, the subject could assign numbers to positions in the
display and then rehearse the number-color pairs. Most likely, however,
the subject uses the fact that the stimuli always remain before her to



combine STS rehearsal with some form of visual mnemonic. That is, the
unit of rehearsal is the response alone; as the subject rehearses the
responses, she ‘‘mentally”’ places each response upon the appropriate
card before her, This might therefore be a situation where the a-v-1 and
visual short-term stores are used in conjunction with each other. In any
case, it seems reasonable that the units of rehearsal are the names (or
perhaps the abbreviations) of the colors.

We might ask how the buffer will act in this situation. As noted
earlier, in reference to the ‘“‘overt-covert’”’ experiment, the fact that
items are read aloud as they are presented will tend to cause the subject
to enter each item into the buffer. Furthermore, an S-shaped recency
effect would not be unexpected. Indeed, if the units of rehearsal are the
responses themselves, then the subject might tend to keep them in
consecutive order to ease the visual memory task ; if all items enter the
buffer and are kept in consecutive order, then the oldest items will tend
to be deleted first. That is, when a new item enters the buffer there will
be a tendency to eliminate the oldest item from the buffer to make room
for it. One other question that should be considered is the size of the
buffer the subject would be expected to use in this task. There are a
number of reasons why the buffer size should be larger here than in the
continuous tasks of Section IV. First, the subject is not continually
being interrupted for tests as in the previous studies; more of the sub-
ject’s attention may therefore be allotted to rehearsal. Second, rehearsal
of color names (or their abbreviations) is considerably easier than
number-letter combinations. Equivalent to rehearsing “32-G, 45-Q”
might be “Black, White, Black, Green” (or even a larger set if abbrevia-
tions are used). The magnitude of the difference may not be quite as
large as this argument would lead us to expect because undoubtedly
some time must be allotted to keeping track of which response goes on
which position, but the estimate of the buffer size nevertheless should
be larger in this situation than in the continuous tasks.

The STS part of the model for this experiment is similar to that used
in the “overt’’ experiment in Section IV,D in that every item is entered
in the buffer when it is presented. There is one new factor, however, that
must be considered. Since each trial starts with the buffer empty, it will
be assumed that the first items presented enter the buffer in succession,
without knocking any item out, until the buffer is filled. Once the buffer
is filled, each item enters the buffer and knocks out one of the items
currently there. If the most recently presented item is in slot r of the
buffer, and the oldest item is in slot 1, then the probability that the item
in slot ¢ of the buffer will be the one eliminated is

3(1 — §) i1
Py
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This is the same equation that wes used to describe the knock-out
process for the overt-covert study (Experiment 4). The larger 8, the
greater the tendency to delete the oldest item in the buffer when making
room for a new one.

The first set of long-term storage and retrieval assumptions that will
be considered are essentially identical to those used in the previous
sections. Information will be assumed to enter LTS during the entire
period an item resides in the buffer at a rate & per inter-item interval.
This process must be qualified with regard to the first few items presented
on each trial before the buffer is filled ; it is assumed that the subjects
divide their attention equally among the items in the buffer. Thus, if
the rate of transfer is # when there is only one item in the buffer, and the
buffer size is r, then the rate of transfer will be 6/r when the buffer is
filled. That is, since attention must be divided among r items when the
buffer is full, each item receives only 1/rth as much transfer as when the
buffer only holds a single item. In general, information on each item will
be transferred to LTS at rate 8/j during the interval in which there are j
items in the buffor. The effect of this assumption is that more information
is transferred to LTS about the iters first presented in a list than about
later items that are presented once the buffer is full.

The LTS decay and retrieval processes must now be examined. In
earlier experiments we assumed that information decayed solely as a
result of the number of items intervening between study and test; in
other words, only the retroactive interference effect was considered.
Because the previous tasks were continuous, the number of items
preceding an item’s presentation was effectively infinite in all cases. For
this reason the proactive effects were assumed to be constant over
conditions and did not need explicit inclusion in the model. In the
present experiment the variation in list size makes it clear that pro-
active interference effects within a trial will be an important variable.
The assumption that will be used is perhaps the simplest version of
interference theory possible: each preceding and each succeeding item
has an equal interfering effect. To be precise, if an amount of information
I has been transferred to LTS for a given item, then every other item in
the list will interfere with this information to the extent of reducing it
by a proportion r. Thus, if there were d items in the list, the item of
interest would have an amount of information in LTS at the time of test
equal to I(+%71). Clearly, the longer the list the greater the interference
effect.

The model can now be completed by specifying the response process
which works as follows. An item in the buffer at the time of test is
responded to correctly. If the item is not in the buffer, then & search is
made in LTS. The probability of retrieving the appropriate response is,
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as in our other models, an exponential function of this informntl;on and
equals 1 —exp[—I(r#~1)]; if a retrieval is not made, then the subject
guesses. '

2. Daia Analysis

The parameter values that gave the bast fit to the data of Fig. 26
using a minimum y? criterion were as follows: r =5, § = .38, 6 = 2.0, and
7 = .85.% Remember that 7 is the buffer size, 8 determines the probability
of deleting the oldest item in the buffer, # is the transfer rate to LTS,
and r is the proportional loss of information caused by other items in
the list. The theoretical curves generated by these parameter estimates
are shown in Fig. 30 as solid lines. The predictions are quite accurate as
indicated by a x* value of 44.3 based on 42 degrees of freedom. It should
be emphasized that the c\u'ves in the figure were all fit simultaneously
w1th the same parameter values.

" The primacy effect in the curves of Fig. 25 is predicted because more
information is transferred to LTS for the first items presented on each
trial. There are two reasons for this. First, the transfer rate on any given
item is higher the fewer items there are in the buffer; thus the initial
items, which enter the buffer before it is filled, accumulate more informa-
tion in LTS, Second, the initial items cannot be knocked out of the
buffer until the buffer is filled; thus the time period that initial items
reside in the buffer is longer on the average than the time for later items.
The recency effect is predicted because the last items presented in a list
tend to be still in the buffer at the time of test ; the S-shape arises because
the estimate of & indicates a fairly strong tendency for the oldest items
in the rehearsal buffer to be eliminated ‘first when making room for a

new item.

Ha,vmg estimated a set of parameter values that chn.ractenzes the -
data in Fig. 25, we now use these estimates to predict the confidence
rating data. Actually, it is beyond the scope of this paper to analyze the
confidence ratings in detail, but some of these data will be considered in
order to illustrate the generality of the model and the stability of the
parameter estimates. The data that will be considered are presented in
Fig. 26; graphed is the probability of giving confidence rating B, (most
confident) for each list size and each serial position. The observed data is
represented by the open circles. It is clear that these results are similar
in form to the probability correct curves of Fig. 25. The model used to
fit these data is quite simple. Any item in the buffer is given an R,. If
the item is not in the buffer, then a search is made of LLTS. If the amount
of information in LTS on the item is I{z*~') then the probahility of
giving R, is an exponential function of that information: namely the

20 For details on the method of parameter estimation see Phillips, Shiffrin. and
Atkinson (1047).
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Fia. 26. Obrerved and predicted probabilitios of confiden~~ rating R, as a
function of serial position {Experiment 8).

function 1 — exp[-—¢,Z(r*"")], where ¢, is a parameter determining the
subject’s tendency to give confidence rating R,. This assumption is
consistent with a number of different viewpoints concerning the subject’s
generation of confidence ratings. It could be interpreted equally well as
an assignment of ratings to the actually perceived amount, of information
in LTS, or as a proportion of the items that are recovered in an all-or-none
fashion.?! In any event, the predictions were gencrated using the previous
parameter values plus an estimate of ¢,. The predicted curves, with ¢,
equal to .66, are shown in Fig. 26. The predictions are not as accurate as
those in Fig. 25; but, considering that only one new parameter was
estimated, they are quite good.

21 The various possibilitics may be difforentiated through an analysis of econdi-
tional probabilities of the ratings given correct and incorreet responses, and

through ROC curve (Type II) analyses {DBoernbach, 1967, Murdock, 1968) but
thia will not bo done here.
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3. Discussion

In developing this model a number of decisions were made somewhat
arbitrarily. The choice points involved will now be considered in greater
detail. The assumption that the amount of transfer to LTS is dependent
upon the number of items currently in the buffer needs elaboration.
Certainly if the subject is engaged in coding or other active transfer
strategies, the time spent in attending to an item should be directly

'related to the amount of transfer to LTS. On the other hand, the passive
type of transfer which wo assume can occur in situations where the
subject makes use of a rehearsal buffer may not be related to the time
spent in rehearsing an item per se, but rather to the total period the item
resides in the buffer. That is, direct attention to an item in STS may not
be necessary for some transfer to take place; rather a passive form of
transfer may occur as long as the item remains in STS. Thus in situations
where the rehearsal buffer is used and active transfer strategies such as
coding do not occur, it could reasonably be expected that the amount of
information transferred to LTS would be related solely to the total time
spent in the buffer, and not to the number of items in the buffer at the
time, In practice, of course, the actual transfer process may lie some-
where between these two extremes, Note that even if the transfer rate
for an item is assumed to be a constant (unrelated to the number of
items currently in the buffer) the first items presented for study still
would have more information transferred to LTS than later items; this
occurs because the items at the start of a list will not be knocked out of
the buffer until it is filled and hence will reside in the buffer for a longer
time on the average than later items. For this reason, the primacy effect
could still be explained. On the other hand, the primacy effect will be
reduced by the constant transfer assumption; in order to fit the data
from the current experiment with this assumption, for example, it
would be necessary to adjust the retrieval scheme accordingly. In
modeling the free verbal-recall data that follows, a constant transfer
assumption is used and accordingly a retrieval scheme is adopted which
amplifies more strongly than the present one small differences in LTS
strength.

We now consider the decay assumption in greater detail. The assump-
tion is that the information transferred to LTS for a particular item is
reduced by a proportion 7 for every other item in the list. There are a
number of possibilities for the form of this reduction. 1t could be actual
physical interference with the trace, or it could be a reduction in the
value of the current information as a result of subsequent incoming
information. An example of this latter kind of interference will be
helpful. Suppose, in a memory experiment the first item is GEX-5, and
the subject stores “G__-5" in LTS. If tested now on GEX, the subject
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would give the correct respeonse 5. Suppose a second item GOZ-3 is
presented and the subject stores “G__-3" in LTS. If he iz now tested on
either GEX or GOZ his probability of a correct response will drop to .5,
Thus the actual information stored is not affected, but its value is
markedly changed.

The assumption that every other item in a list interferes equally is
open to question on two counts. First of all, it would be expected that
an item about which a large amount of information is transferred would
interfere more strongly with other items in LTS than an item about
which little information is transferred. Certainly when no transfer occurs
for an item, that item cannot interfere with other LTS traces. However,
the equal interference assumption used in our analysis may not be a bad
approximation. The second failing of the equal interference assumption
has to do with separation of items. If the list lengths were very long, it
might be expected that the number of items separating any two items
would affect their mutual interference; the greater the separation, the
less the interference: The list lengths are short enough in the present
experiment, however, that the separation is probably not an important
factor.

4. Some Alternative Models

It is worth considering some alternatives to the interference process
of the model just presented, henceforth referred to as Model I in this
subsection. In particular it is important to demonstrate that the effects
of the interference-decay assumption, which could be viewed as a
structural feature of memory, can be duplicated by simple search
processes. For example, any limited search through the information in
LTS will give poorer performance as the amount of that information
increases. In order to make the concept of the search process clear,
Model 11 will adopt an all-or-none transfer scheme. That is, a single copy
of each item may be transferred to LTS on a probahilistio basis. If a copy
is transferred, it is a perfect copy to the extent that it always produces a
correct response if it is retrieved from LTS. The short-term features of
the model are identical to those of Model I: each item enters the buffer;
when the buffer is filled each succeeding item entors the buffer and
knocks out an item already there according to the 3-process described
earlier.

The transfer assumption for Model II is as follows. If an item is one
of the j items in the buffer, then the probability that a copy of that item
will be placed in LTS between one item’s presentation and the next is
8(j. Thercfore, the transfer depends, as in Model I, upon the number of
other items currently in the buffer. No more than one copy may be
placed in LTS for any one item. The retrieval asgsumptions are the
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foliowing. A correct response is given if the item is in the buffer when
tested. If it is not in the buffer, then a search is made in L'TS. If a copy
of the item exists in LTS and is found, then a correct response is given;
otherwise a random guess is made. As before, we assume that the
information pertinent to the current list is distinguishable from that of
earlier lists; thus, the search is made only among those copies of items in
the current list. The central assumption of Model II is that exactly R
selections are made (with replacement) from the copies in LTS; if the
tested item has not been found by then, the search ends. The restriction
to a fixed number of searches, R, is perhaps too strong, but can be
justified if there is a fixed time period allotted to the subject for respond-
ing. It should be clear that for R fixed, the probability of retrieval
decreases as the list length increases; the longer the list the more copies
in LTS, and the more copies the less the probability of finding a particular
copy in R selections. Model II was fit to the data in the same fashion as
Model I. The parameter values that gave the best predictions were r = 5,
8 = .39, 8 = .72, and R = 3.15. The theoretical curves generated by these
parameters are so similar fo those for Model I that Fig. 256 adequately
represents them, and they will not be presented separately. Whereas the
x* was 44.3 for Model I, the y* value for Model Il wes 46.2, both based on
42 degrees of freedom. The similarity of the predictions serves to illus-
trate the primary point of introducing Model 1I: effects predicted by
search processes and by interference processes are quite similar and
consequently are difficult to separate experimentally.

The search process described above is just one of a variety of such
mechanisms. In general there will be a group of possible search mechan-
isms associated with each transfer and storage assumption; a few of
these processes will be examined in the next section on free-verbal-recall.
Before moving on to these experiments, however, we should like to
present briefly a decay and retrieval process combining some of the
features of interference and search mechanisms. In this process the
interference does not occur until the search begins and is then caused by
the search process itself, The model (designated as Model III) is identical
in all respects to Model 11 until the point where the subject begins the

"search of LTS for the correct copy. The assumption is that the subject
samples copies with replacement, as before, but each unsuccessful
scarch may disrupt the sought-after copy with probability R’. The
search does not end until the appropriate copy is found or uatil all
copier in LTS have been examined. If the copy does exist in LTS, but is
disrupted at any titne during the search process, then when the item is
finally retrieved, the stored information will be such that the subject will
not be able to recall at better than the chance level. The parameter
values giving the best fit for this model were r = 5, 5 = .38, 8 = .80, and
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R' = .25, The predicted curves are again quite similar to those in Fig. 25
and will not be presented. The predictions are not quite as accurate,
however, as those of Models I and II, the 2 value being 55.0.%2

B. FREE-VERBAL-REcALL EXPERIMENTS

The free-verbal-recall situation offers an excellent opportunity for
examining retrieval processes, because the nature of the task forces the
subject to engage in a lengthy search of LTS. The typical free-verbal-
recall experiment involves reading a list of high-frequency English words
to the subject (Deese & Kaufman, 1957; Murdock, 1962). Following the
reading, the subject is asked to recall as many of the words as possible,
Quite often list length has been a variable, and occasionally the presenta-
tion time per item has been varied. Deese and Kaufman, for example,
used lists of 10 and 32 items at 1 second per item. Murdock ran groups of
10, 15, and 20 items at 2 seconds per item, and groups of 20, 30, and 40
items at 1 second per item. The results are typically presented in the
form of serial position curves: the probability of recall is plotted against
the item’s position in the list. The Murdock (1962) results are representa-
tive and are shown in Fig. 27. It should be made clear that the numbering
of serial positions for these curves is opposite from the scheme used in
the previous section ; that is, the first item presented (the oldest item at
the time of test) is labeled serial position 1. This numbering procedure
will be used throughout this section to conform with the literature on
free-verbal-recall; the reader should keep this in mind when comparing
results here with those presented elsewhere in the paper. The primacy
effect in Fig. 27 is the rise on the left-hand portions of the curves and the
recency effect is the larger rise on the right-hand portions of the curves.
The curves are labeled with the list length and the presentation rate per
item. Note that the curves are quite similar to those found in Experiment
8 of the previous section ; an effect not seen in Experiment 8 (because of
the short list lengths used) is the level asymptotic portions of the curves
which appear between the primacy and recency effects for the longer lists.

The form of the ecurves suggests that a buffer process could explain the
results, with the words themselves being the units of rehearsal. The
recency effect would be due to the probability that an item is still in the
buffer at test; this probability goes to near zero after 15 items or so and
the recency effect accordingly extends no further than this. The primacy
effect would arise because more information accrued in LTS for the first
few items presented in the list. Whether a buffer strategy is reasonable
in the free-recall situation, however, is worth further discussion. It can
hardly be maintained that high-frequency English words are difficult to

22 For a more detailed account of Models I,1I,and I1I,and a comparison among
models, see Atkinson and Shiffrin (1965).



code; on the other hand, the task is not a paired-associate one and cues
must be found with which to connect the words. One possibility is that
upon seeing each word the subject generates a number of associates
(from LTS) and tries to store the group of words; later during testing a
search which retrieves any of the associates might in turn retrieve the
desired word. We tend to doubt that this strategy, used by itself, will
greatly improve performance.?? To the extent that coding occurs, it
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Fi1g. 27. Probability of correct recall as a function of serial position for free
verbal recall. After Murdock (1862).

probably involves connecting words within the presented list to each
other. This technique would of course require the consideration of a
number of words simultaneously in STS and therefore might be charac-
terized reasonably well by a buffer process. Whether or not coding occurs
in the free-recall situation, there are other reasons for expecting the
subjects to adopt a buffer strategy. The most important reason is
undoubtedly the improvement in performance that a rehearsal buffer
will engender. If the capacity of the buffer is, say, 4 or 5 words, then the
use of a buffer will assure the subjects of a minimum of four or five items
correct on each list (assuming that all of the items may be read out of
the buffer correctly). Considering that subjects report on the average
only about B or 9 items, even for long lists, the items stored in the buffer
are an important component of performance.

It will be assumed, then, that the subjects do adopt a rehearsal
strategy. The comparability of the curves in Fig. 25 to those in Fig. 27

23 B. H. Cohen (1963) has presented froo-recall lists containing closely related
categories of words, e.g.. north, cast, south, west. Indeed, the rocovery of one
member of & category usually led to the rocovery of othor moembers, but tho total
number of categories recalled did not excoed the ninber of soparate words rocalled
from noncategorized lists.
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might indicate that a model similar to any of the models presented iu the
previous section could be applied to the current data. There are, however,
isnportant differences between the two experimental paradigms which
must be considered: the {rec-recall situation doex not involve pairing a
response with & stimulus for each list position, and has the requirement
of multiple recall at the time of test. The fact that explicit stimulus cues
are not provided for each of the responses dosired would be expected to
affect the form of the search process. The multiple-tesponse requirement
raises more serious problems. In partievlar, it is possible that each
response Lhat is out put may interfere with other items not yet recalled.
The problem may be most acute for the vase of items still in the buffer;
Waugh and Norman (1965) have proposed that ench respounse out.put
at the time of test has the same disrupting clieet upon othor items in the
buffer as the arrival of a new item during study. On the other hand, it is
not clear whether a response emitted during test disrupts items in L'TS.
It might be expected that the act of recalling an item from LTS8 would
raise that item’s strength in LTS; this increase in strenpth is probably
not associated, however, with the transfer of any new information to
L'TS. For this reason, other traces will most likely not he intorfered with,
and it shall be nssumed that retrieval of an item from L.'I'S has no effect
upon other items in LTS,

Because there is some question concerning the cffects of multiple
recall upon the contents of the buffer, and because this seetion is pri-
marily aimed at LTS processes, the part of the froe-recall curves that
arise from the buffer will not be considered in lurther analyses. This
means that the models in this section will not be concerned with the
part of the curve making up the recency effect ; since tho data in Fig, 27
indicate that the recency effoct is contained in the last 15 items {11 the
right in the figure) of each list, these points will be eliminated from the
analyses. Unfortunately, the climination of the last 15 items meuns that
the short list lengths are eliminated entirely. The problem of obtaining
data for short list lengths not contaminated by items in the buffer at the
time of test has been circumvented experlmenta.l!v by a variation of the
counting-hackward technique. That is, the contents of the buffor can
be eliminated experimentally by using an interfering task inserted
between the end of the list and the start of recall. We now turn to a
consideration of these experiments.

A representative experiment is that by Postinan and Phillips (1985).
Words werc presented at a rate of one per second in all conditions. In one
set of conditions three list lengths (10, 20, and 30) were used and reeall
was tested immediately following presentation. This, of course, is the
usual free recall procedure. The serial position curves are shown in the
top panel of Fig. 28 in the box labeled () second.” The same list lengths
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were ueed for those conditions employing an intervening task; immedi-
ately following presentation of the list the subjects were required to
count backwards by three’s and four’s for 30 seconds. Following this
intervening task, they were asked to recall the list. The results are shown
in the lower panel in Fig. 28. If the intervening task did not affect the
contents of LTS but did wipe out all items in the buffer, then the recency
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Fre. 28. Probability of correct recall as a function of serial position for free
verbal recall with test following 0 seconds and 30 seconds of intervening arithmstic.
After Postman & Phillips (1985).

effects would be expected to disappear with the curves otherwise un-
changed. This is exactly what was found. The primacy effects and
asymptotic levels remain unchanged while the recency effect disappears.
It is clear, then, that normal free-recall curves (without intervening
arithmetic) from which the last 15 points have been deleted should be
identical to curves from experiments using intervening arithmetic. The
following data have therefore been accumulated: Murdock’s data with
the last 15 points of each list deleted; data reported by Deese and
Kaufman (1957) using a free-recall paradigm, but again with the last 15
points of each list deleted; the data reported by Postman and Phillips
(1966); and some data collected by Shiffrin in which an intervening task
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was used to eliminate the contents of tho buffer.** All of thenv serinl
position curves have the same form ; they show 8 primacy effect followed
by a level asymptote. For this reason tho results kuve heen presonted jn
Table 1. The first three points of each curve, which nink:c ap the primacy

TABLF L

OBSERVED AND PREDICTED SERIAL Posrriox CluRves For Variops
Freg-VERBAL-RECALL EXPEitmenTS

—— e e ————— e ———

Arymptole

Point 1 Point 2 Puint. 3 Numbsar
List Obs. Pred. Obs. Pred. Obs. Pred. Obe. Peeel.  of points

M-20-1 46 45 27 37 20 .29 A 22 2
M-30-1 .38 .36 30 .28 20 .22 Je T 12
M-20-2 .65 .6l 42 .51 ST Al a2 2
M-40-1 30 .29 200 .19 A3 .18 42 . s
M.-25-1 48 .30 .23 .32 21 .25 J6 0 .19 7
M-20-25 .12 .68 61 .56 46 48 37 .85 2
D-32-1 46 .33 34 .27 21 AL J8 .16 14
P-10-1 A0 .62 42 52 36 42 B4 02 ki
P-20-1 AT 45 27 37 23 29 22 22 17
P-30-1 41 .25 34 28 27 .22 20 7 27
8-8-1 g1 .74 60 .64 BH7 .52 42 40 3
8-8-2 .82 .88 82 .79 B, T 1 .68 .62 3
8-11-1 48 .80 43 .50 27 40 d1 . 8
8-11-2 Jg2 .78 b6 .04 B2 64 AT 42 8
8-17-1 .66 49 33 .40 26 .32 22 .24 14
8-17-2 .68 .66 .65 .56 67 b 43 .35 14

effect, are given in the table. The level portions of the curves are then
averaged and the avorage shown in the eclomn lebeled “saymptols.”
The column labeled “‘number of pointa” is the unmber of points which
have been averaged to arrive at the asymptotic level.®® The colwmn
labeled “list” gives the abbreviation of the experimenter, the list longth,
and the presentation rate for each of the serirl position eurves.
(M = Murdock, 1982; D = Deese and Kaufman, 1957; I’ = Postrman and
Phillips, 1965; S = Shiffrin.}

24 The Shiffrin datn are rnportéd i more detail in Alkinnon god Shiffrin [1203),
5 For the Postman-Thillips and Shiffrin lists the numbaer of peintaat asym:piote
are simply list longth, 4, minus 3. For the Murdock aned the Docse-Kaufman lista

the number of points is d — I5 - 3 because the Inst 15 pointa in those Jiets have
been eliminated.
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1. Theoretical Analysia

Having accumulated a fair amount of parametric data in Table I, we
should now like to predict the results. The first model to be considered
is extremely simple, Every item presented enters the subject’s rehearsal
buffer. One by one the initial items fill up the buffer, and thereafter each
succeeding item knocks out of the buffer a randomly chosen item. In
. conditiona where arithmetic is used following presentation, it is assumed
that the arithmetic operations knock items from the buffer at the same
rate as new incoming items. This is only an approximation, but probably
not too inaccurate. Information is assumed to be transferred to LTS as
long as an item remains in the buffer, in fact as a linear function of the
total time spent in the buffer (regardless of the number of other items
concurrently in the buffer). If an item remains in the buffer for j seconds,
an amount of information equal to 6 times j is transferred to LTS. Call
the amount of information transferred to LTS for an item its strength.
When the subject engages in a search of LTS during recall it is assumed
that he makes exactly R searches into LTS and then stops his search (the
number of searches made might, for example, be determined by the time
allowed for recall). On each search into LTS the probability that informa-
tion concerning a particular item will be found is just the ratio of that
item’s strength to the sum of the strengths of all items in the list. Thus,
items which have a greater LTS strength will be maore likely to be found
on any one search. The probability that the information in LTS will
produce a correct recall, once that information has been found in a
search, is assumed to be an exponential function of the strength for
that item.

There are just three parameters for this model: », the buffer size; 8, the
parameter determining the rate per second at which information on a
given item is transferred to LTS while the item resides in the rehearsal
buffer; and R the number of searches made.2 The probability of a correct
response from the buffer is zero for the results in Table I because the
contents of the buffer have been emptied experimentally by intervening
arithmetie, or because the recency data (which represents recovery from
the buffer) has been omitted. The parameters giving the best fit to the
data were as follows: r = 4, § = .04, and R = 34. The predictions also are
presented in Table 1. The predictions are rather remarkable considering
that just three parameters have'been used to predict the results from

6 It is important to remember that § for thia model is defined as.the rate per
second of information transfer, and thus the time measures listed in Table I
need to be taken into acoount when applying the model. For example, an item
that residee in the buffer for three item presentations will have 30 amount of
information in LTS8 if the presentation rate is one item per second, and 7.50 if
the presentation rate is 2.5 seconds per item.
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four different experiments employing different list lengths and different
' presentation rates. Some of the points are not predicted exactly but this
is largely due to the fact that the data tends to be somewhat erratic; the

predictions of the asymptotic values (where a larger amount of data is
averaged) are especially accurate.

2. Some Alternalive Models

A number of decisions were made in formulating the free-recall model
that need to be examined in greater detail. First consider the effect of
an arithmetic task upon items undergoing rehearsal. If the arithmetic
caused all rehearsal and long-term storage operations to cease immedi-
ately, then the probability of recalling the last item presented should
decrease toward chance (since its LTS strength will be negligible, having
had no opportunity to accumulate). The serial position curve, however,
remains level and does not drop toward the end of the list. One possible
explanation is that all transfer to LTS takes place when the item first
enters the buffer, rather than over the period the item remains in the
buffer; in this case the onset of arithmetic would not affect the formation
of traces in LTS. While this assumption could handle the phenomenon
under discussion, we prefer to consider the LTS trace as building up
during the period the item remains in the buffer. Recall that this latter
asgsumption is borne out by the accuracy of the earlier models and, in
particular, the U-shaped functions presented in Fig. 12 for the multiple-
reinforcement experiment. The explanation of the level serial position
curve implied by our model is that the arithmetio operations remove
items from the buffer in & manner similar to that of new entering items.
Two sources give this assumption credibility. First, Postman and
Phillips (1965) found that short periods of arithmetic (15 seconds) would
leave some of the recency effect in the serial position curve, suggesting
that some items remained in the buffer after brief periods of arithmetic.
Second, the data of Waugh and Norman (1965) suggest that output
operations during tasks such as arithmetic act upon the short-term
store in the same manner as new incoming items,

Another choice point in formulating the model occurred with regard
to the amount of LTS transfor for the first items in the list. The assump-
tion used in an earlier model let the amount of transfer depend upon the
number of other items concurrently undergoing rehearsal, as if the
attention allotted to any given item determines the amount of transfer.
An alternative possibility is that the amount of transfer is determined
solely by the length of stay in the buffer and is therefore independent of
the number of items currently in the buffer. Another assumption
resulting in this same independence effect is that the subject allots to
items in the buffer only enough attention to keep them “alive”; when
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the numbec of iteras in the buffer is small, the subject presumably uses
his spare time for other matters. A free-verbal-recall experiment by
Murdock (1965) seeras to support a variant of this latter assumption. He
had subjects pecform a rather easy card-sorting task during the presenta-
tion of the list. The serial position curve seemed unaffected except for a
slight drop in the primacy effect. This would be understandable if the
card-sorting task was easy enough that the buffer was unaffected, but
distracting enough that extrs attention normally allotted to the first
few items in the ligt (before the buffer is filled) is instead allotted to the
card-sorting task. In sny case. it is not clear whether the tranafer rate
should or should not be tied to the number of items concurrently in the
buffer. The model that we have proposed for free-recall (henceforth
referred to as Model I in this subsection) assumed a constant transfer
process; a model nsing a variable transfer assumption will be considered
in a moment.

The search process used in Model { is only one of 1sany possibilities.

. Suppose, for example, that the strepgth value for an item represents the
number of bits of information stored ahout that item (where the term
“hita” is used in a nontechnical sense). A search might then be construed
as o random choico of one bit from all those bits stored for all the items
in tho list. 'Che bits of information stored for esch item, however, are
associsted to some degree, so that the choice of one bit results in the
nneovering of a proportion of the rest of the information stored for that
item. If this proportion is smali, then different searches finding bits
associated with a particular item will result in essentially independent
probabilitiea of retrieval. This independent retrieval assumption was
used in the construction of Model I. On‘the other hand, finding one bit
in & search might rosult in all the bits stored for that item becoming
available at once; a reasonable assumption would be that this informa-
tion is either sufficient to allow retrieval or not, and a particular item is
retrieved the irst time it is picked in a scarch or is never retrieved. This
will be called the dependent retrieval assumption.

It is interesting to sec how well the alternate assumptions regarding
transfer and search discussed in the preceding paragraphs are able to fit
the data. For this reason, the following four models are compared :2?

Model I: Transler to LTS is at a constant rate 6 regardless of the
number of other items concurrently in the buffer, and independent
retrieval.

Model 11 : Transfer to L. T8 is at a variable rate 8/j where j is the number
of other items currently in the buffer, and independent retrieval.

Model IIT: Constant LTS transfor rate, and dependent retrieval.

¥ Theso modols and tho rolated mathematics are developed in Atkinson and
Shiffrin {1965).
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Model TV: Variable LTS transfer rate, and dependent retrieval.
Model I, of course, is the model already presented for free-verbal-recall.
The four models were all fit to the free-verbal-recall data presented in
Table I, and the best fits, in terms of the sums of the squared deviations,
were as follows: Model I: .814; Model I1: 2.000; Model III: .925; Model
IV: 1.602 (the lowest sum meaning the best predictions). These resuits
are of interest because they demonstrate once again the close inter-
dependence of the search and transfer processes. Neither model employ-
ing a variable transfer assumption is & good predictor of the data and
it seems clear that a model employing this assumption would require a
retrieval process quite different from those already considered in order
to fit the data reasonably well.

Perhaps the most interesting facet of Model I is its ability to predict
performance as the presentation rate varies. A very simple assumption,
that transfer to LTS is a lineat function of time spent in the buffer, seems
to work quite well. Waugh (1967) has reported a series of studies which
casta some light on this assumption; in these studies items were repeated
a variable number of times within a single free-recall list. The probability
of recall was approximadtely a linear function of the number of repetitions;
this effect is roughly consonant with an assumption of LTS transfer
which is linear with time. It should be noted that the presentation rates
in the experiments we analyzed to not vary too widely: from 1 to 2.6
second per item. The assumption that the subject will adopt a buffer
strategy undoubtedly breaks down if a wide enough range in presentation
rates is considered. In partieular, it can be expected that the subject will
make increasing use of coding strategies as the presentation rate de-
creases. M. Clark and G. Bower (personal communication) for example,
have shown that subjects proceeding at their own pace (about 6-12
seconds a word) can learn a list of 10 words almost perfectly. This
memorization is accomplished by having the subject make up and
visualize a story including the words that are presented. It would be
expected that very slow presentation rates in free-recall experiments
would lead to coding strategies similar to the one above.

One last feature of the models in this section needs further examina-
tion. Contrary to our assumption, it is not true that successive lists can
be kept completely isolated from each other at the time of test. The
demonstration of this fact is the common finding of intrusion errors:
items reported during recall which had been presented on a list previous
to the one being tested. Occasionally an intrusion error is even reported
which had not been reported correctly during the test of its own list.
Over a session using many lists, it might be expected that the inter-
ference from previous lists would stay at & more or less constant level
after the presentation of the first few lists of the session. Nevertheless,
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the primacy and asymptotic levels of the free-recall serial position
curves should drop somewhat over the firat few lists, An effect of this
sort is reported by Wing and Thomson (1965) who exemined serial
position curves for the first, second, and third presented lists of a session.
This effect is undoubtedly similar to the one reported by Keppel and
Underwood (1962); namely, that performance on the task used by
Peterson and Peterson (1959) drops over the first few trials of a session.
The effects in both of these experiments may be caused by the increasing
difficulty of the search process during test.

C. Furraekr CoNsinrraTIONS INvoLviNg LTS

The models presented in the last section, while coneerned with search
and retrieval processes, were nevertheless based primarily upon the
concept of a rehearsal buffer. This should not be taken as an indication
that rehearsal processes are universally encountered in all memory
experiments; to the contrary, a number of conditions must exist before
they will be brought into play. It would be desirable at this point then
to examine some of the factors that cause a subject to use a rehearsal
buffer. In addition, we want to consider a number of points of theoretical
interest that arise naturally from the framework developed here. These
points include possible extensions of the search mechanisms, relation-
ships between search and interference processes, the usefulness of
mnemonics, the relationships between recognition and recall, and
coding processes that the subject can use as alternatives to rehearsal
schemes,

Consider first the possible forms of search mechanisms and the factors
affecting them, Before beginning the discussion two components of the
search process should be emphasized: the first component involves
locating information about an item in LTS, called the “hit” probability;
the second component is the retrieval of a correct response once informa-
tion has been located. The factor determining the form of the search is
the nature of the trace in long-term store. The models considered thus
far have postulated two different types of traces. One is an all-or-none
trace which allows perfect recall following a hit; the other is an un-
specified trace which varies in strength. The strength notion has been
used r10st often because it is amenable to a number of possible interpreta-
tions: the strength could represent the ‘‘force™ with which a particular
bond has been formed, the number of bits of information which have
been stored, or the number of copies of an item placed in memory. It
should be emphasized that these different possibilities imply search
processes with different properties. For example, if the strength repre-
sents the force of a connection, then it might be assumed that there is
an equal chance of hitting any particular item in a search, but the
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probability of giving a correct answer following a hit would depend upon
the strength. On the other hand, the strength might represent the
number of all-or-none copies stored in LTS for an item, each copy
resulting in a correct response if hit. In this case, the probability of a hit
would depend upon the strength (the number of copies) but any hit
would automatically result in a correct answer. A possibility intermediate
to these two extremes is that partial copies of information are stored for
each item, any one partial copy allowing a correct response with an
intermediate probability. In this case, the probability of a hit will depend
on the number of partial copies, and the probability of a correct response
following a hit will depend on the particular copy that has been found.
A different version of this model would assume that all the partial copies
for an item become available whenever any one copy is hit; in this
version the probahility of a correct answer after a hit wouid depend on
the full array of copies stored for that item. In all the search processes
where the retrieval probability following a hit is at an intermediate level,
cne must decide whether successive hits of that item will result in
independent retrieval probabilities. It could be assumed, for example,
that failure to uncover a correct response the first time an item is hit in
the search would mean that the correct response could not be recovered
on subsequent hits of that item.?® This outline of some selected search
processes indicates the variety of possibilities; a variety which makes it
extremely difficult to isolate effects due to search processes from those
attributable to interference mechanisms.

Other factors affecting the form of the search are at least partially-
controlled by the subject; a possible example concerns whether or not
the searches are made with replacement. Questions of this sort are based
upon the fact that all searches are made in a more or less ordered fashion ;
memory is much too large for a completely random search to be feasible.
One ordering which is commonly used involves associations: each item
recovered leads to an associate which in turn leads to another associate.
The subject presumably exercises control over which associates are
chosen at each stage of the search and also injects a new starting item
whenever a particular sequence isnot proving successful.2® An alternative
to the associate method is a search along some partially ordered dimen-
sion. Examples are easy to find; the subject could generate letters of the

3 For a discussion of partial and multiple copy models, see Atkinson and
Bhiffrin (19865).

 Associative search schomes have been examinod rather extensivoly using free-
recall methods. Clustering has boen examined by Deese (1959}, Bousfield (1953),
Cofer (1966}, Tulving (1962), and others; the usual technique is to detormine
whether or not closely associated words tend to be reported together, Tho effoct

certainly exists, but a lack of parametric data makes it difficult to specify the
‘actual search process involved.
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alphabet, considering each in turn as a possible first letter of the desired
response. A more general ordered search is one that is made along a
temporal dimension ; items may be time-tagged or otherwise temporally
ordered, and the subject searches only among those items that fall
within a particular time span. This hypothesia would explain the fact
that performance does not markedly deteriorate even at the end of
memory experiments employing many different lists, such as in the
free-verbal-recall paradigm. In these cases, the subject is required to
respond only with members of the most recent list ; if performance is not
to degenerate as successive lists are presented, the memory search must
be restricted along the temporal dimension to those items recently
stored in LTS. Yntema and Trask (1963) have demonstrated that
teraporal information is available over refatively long time periods (in
the form of “time-tags” in their formulation) but the storage of such
information is not well understood.

We now turn to a brief discussion of some issues related to inter-
ference effects. It is difficult to determine whether time alone can result
in long-term interference. Nevertheless, to the extent that subjects
engage in a search based upon the temporal order of items, interference
due to the passage of time should be expected. Interference due to
intervening material may take several forms. First, there may be a
reduction in the value of certain information already in LTS as a result
of the entry of new information ; the loss in this case does not depend on
making any previous information less accessible. An example would be
if a subject first stores ““the simulus beginning with D has response 3"
and later when another stimulus beginning with D is presented, he
stores “‘the stimulus beginning with I) has response 1.” The probability
of a correct response will clearly drop following storage of the second
trace even though access to both traces may occur at test. Alternatively,
interference effects may involve destruction of particular information
through interaction with succeeding input. This possibility is often
examined experimentally using a paired-associate paradigm where the
same stimulus is assigned different respenses at different times. DaPolito
(1966) has analyzed performance in such a situation. A stimulus was
presented with two different responses at different times, and at test the
subject was asked to recall both responses. The results indicated that
the probability of recalling the first response, multiplied by the proba-
bility of recalling the second résponse, equals the joint probability that
both responses will be given correctly. This result would be expected if
there was no interaction of the two traces; it indicates that high strengths
of one trace will not automatically result in low strengths on the other.
The lack of an interaction in DaPolito’s experiment may be due to the
fact that subjects knew they would be tested on both responses. It is
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interesting to note that there are search mechanisms that can explain
this independence effect and at the same time interference effects. For
example, storage for the two items might be complotely independent as
suggested by DaPolito’s data; however, in the typical recall task the
subject may occasionally terminate his search for information about the
second response prematurely as a result of finding information on the
first response.

Within the context of interference and search processcs, it is interesting
to speculate about the efficacy of mnemonics and special coding tech-
niques. It was reported, for example, that forming a visual image of the
two words in a paired-associate item is a highly effective memory device;
that is, one envisages a gituation involving the two words. Such a
mnemonic gains an immediate advantage through the use of two long-
term systems, visual and auditory, rather than one. However, this
cannot be the whole explanation. Another possibility is that the image
performs the function of & mediator, thereby reducing the set of items to
be searched; that is, the stimulus word when presented for test leads
naturally $o the imagé which in turn lcads to the response. This explana-
tion is probably not relevant in the case of the visual-image mnemonic
for the following reason: the technique usually works best if the image
is & very strange one. For example, “‘dog-concrete” could be imaged as
a dog buried to the neck in concrete; when “‘dog” is tested, there is no
previously well-learned associatipn that would lead to this image.
Another explanation involves the protection of the stored information
over time; as opposed to the original word pairs, each image may be
stored in LTS as a highly distinct entity. A last possibility is that the
amount of information stored is greatly increased through the use of
imagery—many more details exist in the image than in the word pair.
Since the image is highly cohesive, the recovery of any information
relevant to it would lead to the recovery of the whole image. These
hypotheses are of course only speculations. At the present time the
relation of the various search schemes and interference processes to
mnemonic devices is not well understood. This state of affairs hopefully
will change in the near future since more research is being directed
toward these areas ; mediation, in particular, has been receiving extensive
consideration {e.g., Bugelski, 1962; Runquist & Farley, 1964).

Search processes seem at first glance to offer an easy means for the
analysis of differences between recognition and recall. One could assume,
for example, that in recall the search component which attempts to
locate information on a given iter in LTS is not part of the recognition
process; that is, one might assume that in recognition the relevant
information in LTS is always found and retrieval depends solely on
matching the stored information against the item presented for test.
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"Our analysis of free-verbal recall depended in part upon the search
component to explain the drop in performance as list ength increased.
Thus if the free recall task were modified so that recognition tests were

-used, the decrement in performance with list length might not ocour.
That this will not be the case is indicated by the position-to-color
memory study (Experiment 8) in which the number of responses was
small enough that the task was essentially one of recognition; deapite
this fact, the performance dropped as list length increased. One possible
explanation would be that search is necessary even for recognition tasks;
i.e., if the word “‘clown” is presented, all previous times that that word
had been stored in LTS do not immediately spring to mind. To put this
another way, one may be asked if a clown was a character in a particular
book and it is necessary to search for the appropriate information, even
though the question is one of recognition. On the other hand, we cannot
rule out the possibility that part of the decrement in performance in
free recall with the increase of list length may be due to search changes,
and part to other interference mechanisms. Obviously a great deal of
extra information is given to the subject in a recognition test, but the
effect of this information upon search and interference mechanisms is
not yet clear.

We now turn to a consideration of LTS as it is affected by short-term
processes other than the rehearsal buffer. It has been pointed out that
the extent and structure of rehearsal depends upon a large number of
factors such as the immediacy of test and difficulty of long-term storage.
When rehearsal schemes are not used in certain tasks, often it is because
long-term coding operations are more efficacious. These coding processes
are presumably found in most paired-associate learning paradigms;
depending upon conditions, however, the subject will probably divide
his attention between coding and rehearsal. Atkinson and Shiffrin (1965)
have presented a paired-associate learning model based upon a rehearsal-
buffer. Whether a rehearsal strategy would be adopted by the subject in
a given paired-associate learning experiment needs to be determined in
each case. The answer is probably no for the typical fixed-list learning
experiment, because the items are usually amenable to coding, because
the test procedure emphasizes the importance of LTS storage, and
because short study-test intervals are so infrequent that mainten-
ance of an item in 8T8 is not a particularly effective device. If these con-
ditions are changed, however, then a paired-associate model based upon
a rehearsal buffer might prove applicable.

It is important to note the distinction between coding models and
rehearsal models. Rehearsal models actually encompass, in a rough
sense, virtually all short-term processes. Coding, for example, may be
considered as a type of rehearsal involving a single item. The buffer

111



process is a special type of rehearsal in which a fixed number of items
are rehearsed for the primary purpose of maintaining them in 8TS. A
pure coding process is one in which only a single item is considered at a
time and in which the primary purpose is the generation of a strong LTS
trace; almost incidentally, the item being coded will be maintained in
STS through the duration of the coding period, but this is not a primary
purpose of the process. These various processes, it should be emphasized,
are under subject control and are brought into play as he sees fit ; conse-
quently there are many variations that the subject can employ under
appropriate conditions. One could have a coding model, for example, in
which more than one item is being coded at a time, or a combination
model in which several items are maintained via rehearsal while one of
the items is selected for special coding. '

At the other extreme from the buffer strategy, it might be instructive
to consider a coding process that acts upon one item at a time. Although
such a process can be viewed as a buffer model with a buffer containing
only one item, the emphasis will be upon LTS storage rather than upon
the maintenance of the item in STS. The simplest case occurs when the
presentation rate is fairly slow and the subject attempts to code each
item as it is presented for study. However, the case that seems most
likely for the typical paired-associate experiment, is that in which not
every item is coded, or in which it takes several presentation periods to
code a single item. The first case above could be conceptualized as
follows: each item is given a coding attempt during its presentation
interval, but the probability of finding a code is £. The second case is a
bit more complex. One version would have a single item maintained in
STS over trials until a code is found. It could be supposed that the
probability of a code being found during a single presentation interval is
€; having once coded an item, coding attempts are focused on the next
presented item. This model has something in common with the buffer
models in that some items will remain in STS over a period of several
trials. This will produce a short-term decay effect as the interval between
presentation and test is increased.

It is worth considering the form of the usual short-term effects that are
found in a paired-associate learning. Figure 29 presents data from a
paired-associate experiment by Bjork (1966). Graphed.is the probability
of a correct response for an item prior to its last error, as n function of the
number of other items intervening between its study and subsequent
test. The number of intervening items that must oceur before this curve
reaches the chance level can be taken as a measure of the extent of the
short-term cffect. It can be seen that the curve does not reach chance
level until after about 20 items have been presented. If the coding model
mentioned above were applied to this data, a short-term effect would be
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predicted due to the fact that some items are kept in STS for more than
one trial for coding. It hardly seems likely, however, that any item will
be kept in 8T8 for 20 trials in an atternpt to eode it. Considerations of
this sort have led a number of workers to consider other sources for the
“short-term” effect. One possibility would be that the effect is based in
LTS and is due to retroactive interference. A model in which this notion
has been formalized was set forth by Restle (1964) and subsequently
developed by Greeno (1967). For our purposes Greeno’s presentation is
more appropriate. He proposes that a particular code may be categorized
as “good” or “‘bad.” A good code is permanent and will not be interfered
with by the other materials presented in the experiment. A bad code will
be retrievable from LTS for a time, but will be subject to interference
from succeeding items and will eventually be useless. Employing this
model, the short-term effects displayed in Fig. 20 are due to those items
that were assigned bad codes (i.e., codes that were effective for only a
short period of time). The interesting feature of this model is its inclusion
of a short-term memory effect based not upon features of STS, but upon
processes in LTS.3° One other useful way in which this LTS interference
process has been viewed employs Estes’ stimulus fluctuation theory
(Estes, 1955a, 1955b). In this view, elements of information in LTS
sometimes become unavailable; it differs from the above models in that
an unavailable element may become available again at a later time. In
this sense, fluctuation theory parallels a number of the processes that are
expected from search considerations. In any case, the theory has been
successfully applied in a variety of situations (Izawa, 1966). There is a
great deal more that can be said about paired-associate learning and
long-term processes in general, but it is beyond the scope of this paper
to enter into these matters. We should like to reemphagize, however, the
point that has just been made; namely, that short-term decay effecta
may arise from processes based in LTS as well as mechanisms in STS;
considerable care must be taken in the analysis of each experimental
situation in order to make a correct identification of the processes at play.

YI. Concluding Remarks

The first three sections of this paper outlined a fairly comprehensive
theoretical framework for memory which emphasized the role of control
processes—processes under the voluntary control of the subject such as

30 It is this short-torm offoct that is probably captured by theintermediate state
in various Markov models for paired-associato learning (Atkinson & Crothers,
1964; Bernbach, 1965; Bjork, 1966; Calfee & Atkinson, 1965; Kintsch, 1965,
1967; Young, 1966}. Theorists using these models have been somewhat non-
commital regarding the psychological rationale for this intermediate state, but the
estimated transition probabilities to and from the state suggest to us that it repre-
sents effects taking place in LTS,
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rehearsal, coding, and search strategies. It was argued that these control
processes are such a pervasive and integral component of human memory
that a theory which hopes to achieve any degree of generality must take
them into account. Qur theoretical system has proved productive of
experimental idea. In Sections IV and V a particular realization of the
general system involving a rehearsal buffer was applied to data from a
variety of experiments. The theoretical predictions were, for the most
part, quite accurate, proving satisfactory even when based upon pre-
viously estimated parameter values. It was posaible to predict data over
arange of experimental tasks and a wide variety of independent variables
such as stimulus-set size, number of reinforcements, rehearsal pro-
cedures, list length, and presentation rate. Perhaps even more impressive
are the number of predictions generated by the theory which ran counter
to our initial intuitions but were subsequently verified.

It should be emphasized that the specific experimental models we
have considered do not represent a general theory of the memory system
but rather a subclass of possible models that can be generated by the
framework proposed in the first half of the paper. Paired-associate
learning, for example, might best be described by models emphasizing
control processes other than rehearsal, These models could be formulated
in directions suggested by stimulus sampling theory (Estes, 1955a,
1955b, 1968), models stressing cue selection and coding (Greeno, 1967;
Restle, 1964), or queuing models (Bower, 1867b).

Finally, it should be noted that most of the ideas in this paper date
back many years to an array of investigators: Broadbent (1957, 1958)
and Estes (1955a, 1968) in particular have influenced the development of
our models. The major contribution of this paper probably lies in the
organization of results and the analysis of data; in fact, theoretical
research could not have been carried out in the manner reported here as
little as 12 years ago. Although conceptually the theory is not very
difficult to understand, many of our analyses would have proved too
complex to investigate without the use of modern, high-speed computers.
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HUMAN MEMORY AND
THE CONCEPT OF
REINFORCEMENT"

RICHARD C. ATKINSON and THOMAS D. WICKENS®
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The purpose of this paper is to ofler a theory about the role of rein-
forcement in human learning and to evaluate the theory against data from
several different types of experiments. It should be emphasized that this
analysis is restricted to human learning. Qur discussion of reinforcement
will be based on a more general theory of memory (Atkinson and
Shiffrin, 1968a) that has been derived primarily from results of verbal-
learning experiments. The remarks that we shall make about rcinforce-
ment have not been applied outside of this context, and accordingly we
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are unwilling at this time to extrapolate the analysis to animal learning.

In his discussion of the law of effect, Thorndike (1931) proposed
two alternative views regarding the nature of reinforcement. Onc view,
which he favored, assumed that the action of a reinforcement produced
a direct and automatic strengthening of stimulus-response associations.
The other view, which Thorndike considered and rejected, postulated that
reinforcement did not affect learning per se, but rather dctermined the
choice of a response once the subject recalled the relevant events that had
occurred on preceding trials of the cxperiment. These two alternative
views have been maintained in the literature since that time. and much
research has been done in an attempt to determine which is.the true state
of affairs (for an excellent review of this research see Postman, 1962).
This distinction may be useful in a gencral way to categorize theories of
reinforcement, but it is becoming increasingly clear that the set of theories
qualifying in each category is so large and varicgated that it is not pos-
sible to formulate experimental tests which meaningfully differentiate be-
tween them. With this reservation in mind, it still seems worth noting that
we regard our discussion of reinforcement as most closely allied to the
second of the two views. Thus our analysis is in general accord with the
theorizing of Tolman (1932} and with the more recent analyses offered
by Estes (1969) and by Buchwald (1969).

Our discussion of learning and memory is in terms of information-
processing concepts (Broadbent, 1963; Simon and Newell, 1964).
Accordingly, we view the processes involved in learhing as an exchange
and transfer of information between a number of memory storage units.
The nature of these transfers and the properties of the storage units will
be specified in some detail, but we offer no speculations about their inner
structure or possible physiological representations. In our view, learning
involves the transfer of information generated by sources both external
and internal to the organism into some form of memory store that can
hold it until it is needed later. Reinforcement is a modulation of this infor-
mation flow. A reinforcing event, in this sense, serves two functions: first,
to set in motion the processes that cause the transfer to take place, and
second; to select what information is to be transferred. When the study
of some item occurs in an experiment, information associated with it is
coded and transferred to the subject'’s memory. In order to produce a
response at a later point in time, this information must be retrieved by a
process which involves a more or less active search of memory. Thus, the.
operations involved in a typical learning situation can be divided into two
classes, one associated with storage and the other with retrieval of infor-
mation from memory. In many experiments this distinction is reflected
in the study and test phases of a trial, The distinction between storage
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and retrieval is fundamental to the system and is reflected in our analysis
of reinforcement.

Reinforcement manipulations that affect the storage process are the
ones most commonly studied. Indeed, typically when the term reinforce-
ment s used, it refers to operations that cause information about events
which have taken place (including, perhaps, the reinforcing event itself)
to be stored. To understand how transfer is eflected, it is necéssary to
realize that a reinforcing event plays two separate and distinct roles in
determining the storage of information: an informational role and an at-
tentional role.

The first concerns the knowledge that is provided by giving feedback
to the subject about whether or not his response to a particular stimulus
was correct. When a subject is told that his response was, for example,
correct, this provides the information that he must store to assure correct
performance on subsequent trials. The quality of this feedback can be
varied in a number of ways, most obviously by varying the amount of
information provided to the subject after an error, The use of a correc-
tion procedure, in which the subject is told the response that should have
been made after an error, makes more information available than does
a partial correction or a noncorrection procedure in which the correet
response is not completely specified (Bower, 1962; Keller, Cole, Burke,
and Estes, 1965; Millward, 1964). The quality of information provided
by the feedback also can be manipulated by introducing a delay betwcen
the subject’s response and this feedback. Under these conditions, some
information about the situation may be lost or confused, so that the feed-
back information, when presented, is of less value.

The attentional component of reinforcement in the storage process is
closely related to conventional ideas of reward. Reinforcement, in this
sense, acts to direct the subject’s attention to one aspect of the situation
and not to others. Thus, when a reward is associated with certain items
presented for learning and not with others, more study may be given to
the rewarded items and consequently they may be learned more rapidly
(Harley, 1965a}. Indeed, we postulate that this is the principal role of
incentives when presented at the time of study: to.cause the subject to
attend to certain items or aspects of the situation more intensely than
to others.

The storage aspects of reinforcement have received a good deal of
study. The same cannot be said about the role of reinforcement in the
retrieval of information and the production of a response. Again, we be-
lieve that these effects can take at least two forms. On the one hand, when
the payoff value associated with a particular item is presented at the time
of study, it may become part of the information complex placed in mem-
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ory and may cven determine where in memory it is stored. If this is the
casc, slorage for an ilem with a high payofl value, for example, will be
different in some way from storage of an item with low payoff. Knowledge
given at the time of test rcgarding the payoR value assigned to the item,
therefore, can aid the subject by indicating where in memory to look and
hence cause him to set up a more eflective search. The other effect that
reinforcement may have on retrieval is to dictate the effort and time the
subject is willing to spend in searching memory. It often happens that the
information necessary to produce a response may be available in memory,
but for various reasons caanol be recovered without an extended search.
Presumably, when items are presented for test which have been assigned
high payofl values, the subject will cngage in a more extensive search
and hence will be more likely to retrieve the appropriate information.
Unfortunately, these two effccts are largely speculative and have not been
carefully documented experimentally. We have. however, undertaken
some preliminary studies, which will be described later, on reinforce-
ment cflects during retrieval.

The main body of this paper is divided into two sections. The first
develops -the theoretical system, and the second deals with applications
of the theory to a number of experimental situations. The theoretical sec-
tion begins with a fairly extensive discussion of the structure of human
memory. Although this discussion will not explicitly consider the question
of reinforcement, the nature of the reinforcing process is so much deter-
mined by how the subject uses his memory that it cannot be analyzed with-
out first considering these more basic processes. As we have noted above,
the action of reinforcement may be thought of, in part, as an attentional
process. Accordingly, the second step in our analysis specifies more exactly
the ways in which attention acts within the framework of the theory. This
consideration brings us in turn to a discussion of reinforcement.

In the second section the theory is applied to a number of experiments
involving the manipulation of reinforcement variables. The first of these
demonstrates the workings of the memory system when items are given
varying numbers of reinforcements under different presentation sched-
ules. This example will also illustrate a number of the complexitics that
can plague an analysis of reinforcement: in particular, the ways in which
the short- and long-term properties of memory can lead to apparently
contradictory éffects. The second application examines delay of reinforce-
ment and illustrates how this variable can have many different effects de-
pending on the precise conditions of learning. The role of feedback in
learning will be examined in another way as part of a (hird experiment,
using a concept-identification paradigm. One of the primary purposes of
this discussion is to demonstrate that the actual responses made by a
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subject frequently fail to provide an adequate indicator of the reinforcing
processes involved. The experiment will also show how. superficially sim-
ilar reinforcements can have markedly different effects, depending upon
the strategy used by the subject. Finally, the last set of experiments con-
siders the ways in which reward magnitude can lead to sclective study
of certain items and, in turn, affect both the storage and retrieval of
information.

Before starting our discussion, a warning should be added. We view
reinforcement as a complex process and one which is derived from other,
more fundamental aspects of the learning situation. Because of this fact,
the effects of rcinforcement are often quite varied, both in their appear-
ance and in the manner by which they are produced. Our discussion,
therefore, may well prove unsatisfactory to someone who is looking for

a single, unified law to explain all reinforcement phenomena. Such a law,
we feel, does not exist.

Theoretical System

The memory system. Although the theory on which our discussion
of reinforcement will be based has been described in other papers (Atkin-
son and Shiflrin, 1965, 1968a,b; Shiffrin and Atkinson, 1969), a bricf
review will provide a starting point for the work to be presented. This
discussion will not present the theory in its full detail. In particular, no
attempt will be made to consider all of the possible variants of the mem-
ory system, nor will explicit mathematical predictions of the theory be
derived. For these matters, and for a description of the evidence which
supports this formulation, the reader is referred to the previously cited
theoretical papers and to reports of related experimental work (Atkinson,
1969; Atkinson, Brelsford, and Shiffrin, 1967; Brelsford and Atkinson,
1968; Brelsford, Shiffrin, and Atkinson, 1968; Freund, Loftus, and Atkin-
son, 1969; Phiilips, Shiffrin, and Atkinson, 1967; Rundus, 1970; Rundus
and Atkinson, 1970; Shiffrin, 1968; Thomson, 1967).

In what follows, the memory system will be assumed to be divided
into three components: a sensory i'egister (SR) which receives informa-
tion from the sense organs; a short-term store (STS) which may tempo-
rarily hold information that has been passed to it, either from the SR or
from the third component of the system, the long-term store (LTS). The
LTS represents permanent memory, and it is only here that information®

*In this paper the term “information” is used 1o refer to codes, mnemonics, im-
ages, or other material that the subject places in memory and that can help him to

generale a response: we will not use the term in its formal information-theoretic
sense.
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may be retained for an extended period of time. All three of thesc stores
are capable of retaining information received from any of the sense mod-
alities. Since the experiments that will be discussed in this paper have
used verbal material exclusively, no attempt will be made to consider
memory other than of a linguistic nature. This restriction does not repre-
sent a limitation of the theory, since the system can accommodate other
sorts of material (see Atkinson and Shiffrin, 1968a, for a more complete
discussion). -

At the outset, it is important to make a distinction between two aspects.
of the proposed memory system. On the onc hand, there are certain fixed
structural features of the system that are invariant and cannot be modified
by the subject. On the other hand, the operation of the system is deter-
mined by a set of control processes that may change from one point in
time to another. Thus, for example, information that is transferred from
the SR to LTS must. pass through STS since the functional connections
between the three states are structural aspeets of the system. The way in
which STS is used to make this transfer, however, is a control process
selected by the subject that can be quite different in nature from one task
to the next. In one task the subject may use STS to rehearse several items
simultaneously in order to maintain them over a short rctention interval,
whereas in another task each item may be studied and coded individually
in an attempt to form a mental image for longterm storage. We shall
return to an example in which different uses of STS are illustrated after
a brief description of the components and control processes of the system.

The interconnections between the three stores are illustrated in Fig.
4-1. New information can enter the system only via the SR. In order to
be retained, it must be passed from there to STS. It is in this store that
most processing of information takes place. The STS, therefore, receives
input not only from the SR but also from LTS. Information may be trans-
ferred from LTS to STS, for example, during recall, during the formation
of associations while coding an item, or during the comparisons of one
event with the memory of another. Finally, information which is to be
permanently stored in LTS is “copied™ into it from STS. Notice that the
transfer of information from one store to another is a nondestructive pro-
cess; that is, the information in the original store is not lost as a result
of a transfer per se. '

In the case of visual input!, the information entered into the SR
usually takes the form of a fairly complete image of the observed scene
which will decay in a matter of a few hundred milliseconds. The control
processes at this level are concerned primarily with -the selection of ma-

1The properties of the SR are best known for visual input: for some information
on other modalities, however, see Crowder and Morton, 1969; Hill and Bliss, 1968.
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FIGURE 4-1. Structure of the memory system.

terial for transfer to STS. Much more information is present in the SR than
it is possible to transfer to STS. For example, partial report studies of
visuat memory (Sperling, 1960) show that subjects are able to recall cor-
rectly one line of a tachistoscopically presented 3 X 4 array of letters if
they are instructed which line to remember immediately after presentation.
If the recall instruction is delayed by more than-a tenth of a second, the
number of letters that are correctly recalled drops sharply, indicating that
information originally present in the SR was lost before it could be trans-
ferred to STS. '

Information entered in STS will also decay, but at a slower rate than
in the SR, The measurcment of this decay is complicated by the fact that
the subject is able to retain information in STS almost indefinitely by
rehearsal. Experiments (e.g., Peterson and Peterson, 1959) which attempt
to prevent rehearsal have generally indicated that, without rehearsal,
_infdrmation in STS decays with a half-life on the order of ten to fifteen
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seconds, the exact rate being highly dependent on the interpolated activity
(Spring. 1968).

Control processes associated with STS may bc grouped into three
classes. The first of these classes is associated with the search for informa-
tion in STS and its retrieval. There is evidence that the storage of infor-
mation in STS Is structured, hence that the use of a particular search
strategy may lcad to more or less rapid recovery of certain aspects of the
data (Murdock, 1967; Sternberg, 1966). These scarch processes’ do not
play an important role in experiments of the type that we shall be con-
sidering in this paper, so will not concern us further.

The second class of control processes in STS is far more important in
the typical learning experiment. Processes of this type involve the re-
hearsal of items in STS in order to circumvent their decay. As long as
information is rehearsed in STS it is preserved, but it begins to decay as
soon as rehearsal ceases. In order to formalize this rehearsal process, it is
assumed that the subject sets up a buffer in STS that can hold a fixed num-
ber, r, of items (see Fig. 4-1). This buffer is not a structural featurc of the
system, but is set up by the subject when required. The size of this buffer,
when it exists, will depend both on the nature of the material that is being
rehearsed and on the learning strategy that the subject is currently employ-
ing. It is not necessary that every item which enters STS be incorporated
into the rehearsal buffer. The decision as to whether an item is to be
entered into the buffer is another control process and depends on, among
other things, the nature of the item and on the current contents of the
buffer. Since the buffer is of fixed capacity, when an item is entered an-
other must be deleted. The probability that a particufar item in the buffer
is forced out depends on such factors as the age of the item, the ease with
which it can be rehearsed, and so forth (Brelsford and Atkinson, 1968).
Once an item has been deleted from the buffer it undergoes rapid decay
in STS.

The third important class of STS control processes are those as-
sociated with the transfer of information to LTS. In general, whenever
information is in 8TS, some of it will be transferred to LTS. What is trans-
ferred, however, may vary greatly, both in the quantity and the quality
of the resultant representation in LTS. If the major portion of the subject’s
effort is devoted to rehearsal in STS, relatively little. information will be
transferced to LTS, whereas if he attempts to develop appropriate ways of
organizing and encoding the material, a great deal may be transferred. For
example, in the learning of paired-associates, long-term performance is
greatly improved if the subject searches for some word or phrase that will
-mediate between the stimulus and-the response rather than simply rchears-
ing the item (Montague, Adams, and Kiess, 1966). Of course, the reduced
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rate of transfer to LTS as the result of the generation of a rehearsal buffer
is frequently offset by the greater length of time which the information will
reside in STS and hence be available for transfer to LTS. The size of the
buffer can also affect the rate at which information is transferred in an-
other way. All of the items in STS at any one time are, in a sense, com-
peting for transfer to LTS. Thus, when the buffer is large, the amount of
information transferred to LTS about each item is proportionally smaller.

In the view of this theory, information that is stored in LTS is not
subject to decay. Information, once stored, remains in LTS indefinitely.
This does not imply, however, that this information will always be im-
mediately available for recall. It is essential here to distinguish between the
storage of information in LTS and its retrieval. Information which has
been stored at one time may fail to be retrieved at a later time either be-
cause the strategy which the subject employed to locate the information is
inadequate, or because later learning may have resulted in the storage of
additional information that was sufficiently similar to that stored about
the item'in question as to render the original information, when recovered,
insufficient for the generation of a correct response. In general, the con-
trol processes which are associated with LTS are involved with storage
and with the determination of appropriate search routines. These will not
be important in the discussion of reinforcement to follow, so the reader is
again referred to the papers by Atkinson and Shiffrin (1968a,b) and
Shiffrin and Atkinson (1969).

In the remainder of this section, an unpublished study run by Geoffrey
Loftus at Stanford University will be described. We have three reasons
for presenting this experiment. First, it will illustrate the continuous
paired-associate task that has been used in much of the experimental work
to be considered later in this paper. Second, it will extend our discussion
of the memory system, in particular indicating how it can be given an
explicit quantitative formulation. Finally, the experiment will provide an
illustration of the way in which control processes in STS are affected by
the nature of the task.

In this experiment, subjects were required to keep track of a randomly
changing response paired with each of nine different stimuli, To be more
specific, the task proceeded as follows: At the start of the experiment
each of the nine stimuli (which were the digits 1 through 9) was paired
with a randomly sclected letter from the alphabet. After these initial pre-
sentations the experiment proper began. At the start of each trial a ran-
domly chosen stimulus was presented to the subject, and he was required
to make a response indicating which letter had last been paired with it. As
soon as the response had been made, the same stimulus was presented for
study paired with a new response chosen at random from the twenty-five
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letters not just paired with the stimulus. The subject had been instructed
to forget the old stimulus-respons¢ pairing and to remember only the new
one. After a brief study period this pair disappcared and the next trial was
started. In this manner three hundred trials could be presented during a
session lasting about an hour.

The motivation for Loftus’ experiment was to examine how the type
of test employed to measure retention would affect the strategy used by
the subject to store information. In particular, strategies were to be ex-
amined when the subject knew that he was to be tested using a recogni-
tion procedure, when he knew that a recall procedure was to be used,
and when he had no information about the type of test. There were, thus,
three experimental conditions, only one of which was used during a single
session: (1) Items were tested by a recognition procedure; that is, at test
a stimulus was presented along with a'letter that was either the correct
response or another randomly chosen from the remainder of the alphabet.
The subject made his choice by striking either a key marked “YES” or a
key marked “NO” to indicate whether or not he thought that the letter was
indeed the one last paired with the stimulus. This condition will be re-
ferred to as the recognition condition. (2) Items were tested by a recall
procedure; that is, a stimulus was presented alone for test and the subject
was instructed to strike a key indicating which of the twenty-six letters of
the alphabet he thought was correct. This condition will be referred to as
the recall condition. (3) On each trial the choice of whether to use a
recognition or a recall test was made randomly with equal probability. The
data from this mixed condition must, therefore, be analyzed in two parts,
according to which type of retention test was used. Unlike the other two
conditions, when subjects were serving in the mixed condition, they were
unable to tell at the time of study how that item would be tested.

Eight college students served in this experiment, each running for a
total of sixteen daily sessions. In each session one of the three conditions
was used. In order to allow subjects to become familiar with the apparatus
and with the nature of the test procedures, the first session was run in the
mixed condition and the data collected were excluded from analysis. Dur-
ing the remainder of the experiment each subject served in each condition
for a total of five sessions. To avoid warmup effects during the later ses-
sions, the first twenty-five trials of each session were also eliminated. The
resulting data consists of 1,375 trials for each.condition and each subject.
The ~xperiment was controlled by a modified PDP-1 computer which was
operated on a time-sharing basis to drive eight KSR-33 teletypes, one for
each of the subjects. These teletyi)es wereused 10 present the material and
to receive responses. The output from each teletype was masked so that
only a single line of typed material was visible 1o the subject. This allowed
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control of the duration of the exposure and prevented. the subject from
looking back to the results of earlier trials.

Sintce the stimulus that was presented on a trial was chosen randomly,
the number of trials that intervened between the study of a particular
stimulus-response pair and its subsequent test was given by a geometric
distribution with parameter equal to the reciprocal of the number of stim-
uli, in this case 1/9. The data which were collected, therefore, can be
summarized by plotting the proportion of correct responses as a function
- of the number of trials that intervened between study and test. We shall
refer to the number of intervening trials as the lag of the test for that item.
In Fig. 4-2 the proportion of correct responses at a given lag is plotted for
each of the conditions. There are over one thousand observations at lag
_ zero for the recall and recognition groups and about half that many for the

two curves from the mixed condition. The number of observations falls
with increasing lag according to the geometric distribution mentioned
above; thus there were only about two hundred observations for each con-
dition by lag 14. Beyond this lag, therefore, the lag curves begin to show
considerable instability and have not been plotted, The recognition data
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may be separated into two subsets, depending upon whether the pair pre-
sented to the subject for identification was actually correct or incorrect. In
Fig. 4-3 lag curves reflecting this distinction are plotied: The upper curves
show the probability of a hit (i.e., of a correct identification of a true pair)
while the lower curves show the false alarms (i.e., the incorrect designation
of a false pair as correct). These two functions were used in the analysis
of the recognition data rather than the probability of a correct response.

The lag curves of Figs. 4-2 and 4-3 show a consistent difference be-
tween the mixed condition and the two homogeneous conditions. When
serving in the recall condition, subjccts were able to perform better than in
the mixed condition. On the other hand, a greater proportion of the items
were correctly recognized in the mixed condition than in the recognition
condition, This result is also apparent in the proportion of hits and, to a
lesser extent, of false alarms.

In order to interpret these results in terms of the memory system pre-
viously discussed, the assumptions of the theory must be given in a more
explicit form (for a more detailed discussion of these assumptions and
their i'mplications, see Freund, Loftus, and Atkinson, 1969). The first step
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is to clarify the conditions under which a new stimulus-response pair will
enter a rehearsal bufier in STS. Whenever a stimulus is presented for
study, there is a possibility that it will already be in the buffer, although the
response that is paired with it will now be incorrect. If this happens, it is
assumed that the new pairing invariably replaces the old pairing in the
buffer. In the case where the stimulus that is presented for study is not
represented in the buffer, we assume that entry is not assured, but takes
place. with probability «. The value of the parameter « is not known in
advance and will need to be estimated from the data. If the ncw item enters
the buffer, another item must be removed so that the buffer size remains
constant at r items. As mentioned above, the choice of which item to delete
from the buffer depends on many factors, but for this analysis it is suffici-
ent to assume that it is random, with each item having the same probability
of being knocked out.

The second set of assumptions that are required to make explicit pre-
dictions from the theory involves the transfer of information from STS
to LTS. Since every item that is presented enters STS (although it does
not necessarily enter the buffer), there will be some minimum amount of
information about it transferred to LTS. This quantity of information will
be denoted by 0. If the item is also included in the buffer, it will reside in
STS for a longer period of time, and hence more information abot it will
be transferred. 1n particular, it will be assumed that for.each trial that
passes, an additional amount of information, &, will be transferred.® Thus,
for an item which enters the buffer and resides in it for j trials, the amount
of information in LTS will be &’ 4 j ©. For simplicity we identify the two
transfer parameters O’ and © so that the information transferred will
be (j + 1) 0. ' '

Information once stored in LTS is postulated to remain there indefi-
nitely. Nevertheless, with the passage of time, other information may also
be transferred to LTS which makes the original information less easy to

“The model that is represented by this assumption may be contrasted with a
“single pulse” model in which rehearsal in STS does not induce additional infor-
mation 10 be transferred to LTS, that is, in which © == 0 but &’ > 0 (Atkinson, Brels-
ford. and Shiffrin. 1967. Appendix). Evidence for the continual Lransfer assumption
that we have used'is provided by a free-recall experiment run by Dewey Rundus at
Stanford Uaiversity (Rundus and Atkinson, 1969). In learning the list of items to
be recalled. subjects were instructed to rehearse out loud as the study list was being
presented by the experimenter. This rehearsa] was tape-recorded, and the set under
rehearsal after the presentation of each new item could be precisely determined.
Under these conditions the probability of correctly recalling an item when tested was
a sharply increasing function of- the number of times that it was in the rehearsat
buffer: lfems that were in the buffer for a single time period were correctly recalled
only 12 per cent of the time, while items that were rebearsed for nine or more times
were almost always given correctly.
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retrieve or which renders it ambiguous once retrieved. To quantify this
decrement we assume that retrievable information decreases by a propor-
tion 1 — r for every trial which passes after ‘the item has left STS
(0 < r < 1).% In summary, the amount of information which will be re-
trievable from LTS for an item that remained in the buffér for j trials and
was tested atalagofitrials (i 2 j)is(j + 1) Or ' L.

The final class of assumptions specifies the relationship between infor-
mation in LTS and the production of an appropriate response. There are
three cases to consider here, depending on the disposition of the item in
STS. The first of these is the case where the test is at a lag of zero. It is
assumed here that the correct response is always available in STS regard-
less of whether the item was entered into the rehearsal buffer or not. No
error is made. Similarly, when the lag is greater than zero but the item has
been entered into the buffer and is still resident in it, a correct response will
be made with probability one. Only in the third case, when the item is not
in STS and must be retrieved from LTS, is an error possible. The prob-
ability that a correct response is produced here will depend upon the
amount of information transferred to LTS. There are a number of ways
in which this correspondence can be made; in the analysis of the experi-
ment considered here, a postulate based on signal-detection theory was
used. This equated the sensitivity parameter, d’, with the' amount of re-
.. trievable information, i.e.,

&=+ 1) 0r .

For the recall data, this value can be converted to the probability of an
incorrect response (Elliot, 1964) which we shall denote by ;. For the
recognition data, the results must be analyzed in terms.of hits and false
- alarms, requiring the introduction of a bias parameter, c, associated with
the subject’s tendency to respond “YES.”

%In a more precise model of mémory the decay of information in STS would be
represented by the same sort of éxponential process that we have used here 1o de-
soribe the deterioration of information in LTS. This loss of information would be
through actual decay, however, rather than through problems of retrieval that have
been postulated for LTS. Formally, parameters 0" and " would be required, the first
representing the amount of information available in STS at the time when an item -
is knocked out of the buffer, the second representing the rate of decay of this infor-
mation in STS. The amount of information retrievable from both STS and LTS
would, therefore, be (8"-+ j©) ri-7 4+ @”7"i i, The original amount of information
in STS would be greater than that in LTS (0" >> o or ('), but its rate of decay would
be more rapid (+” >r) so that the short-term contribution would become negligible

. while the contribution of LTS was still large. For the purposes of the analysis at
hand, however, we can assume that information in LTS becomes unavailable so

much more slowly than in STS, that the short-term decay factors may be ignored
without changing the quality of the predictions.
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The final step in the analysis involves the calculation of the actual
probabilities of correct or error responses. From the assumptions about
the probability that an item enters the buffer and that it is later forced out,
we can calculate the probability that an item resides in the-buffer for ex-
actly j trials given that it is tested at a lag greater than j. This probability
will be denoted as g;. Since errors may occur only when the itern is not in
the buffer (i.e., only when it has resided in the buffer for a number of trials
less than the lag), the net probability of an error is equal to the probabil-
ity that-an item remains in the buffer j trials multiplied by the probability
of an error given this number of trials in the buffer, these terms summed

over values of j less-than or equal to /. Hence, the probability of an error
atlagiis

f
P(Ei) = zﬁfl"”!
j=0

where the case of j = 0 is used to indicate that the item did not enter the
buffer. The derivation of the hit and false-alarm functlons follow very
much the same pattern.

The predictions of the theory, therefore, depend on the mteger—valued
parameter r and on the four real-valued parameters «, ©, 7,"and c. In order
to estimate these parameters, a minimum chi-square procedure was used.
For the recall condition, the observed frequencies of correct responses
and of errors were compared to their predicted values with a standard
Pearson chi-square, Because the probabilities of correct responses are not
independent at différent lags, the result of this calculation is not assured
of being distributed as a true chi-square. Nevertheless, it should be
approximately correct and in any case should be nearly monotone in good-
ness of fit. The set of parameters that minimize the chi-square will, there-
fore, be a good estimate of the true parameter values. In order to evaluate
approximately how well a particular parameter set fits the data, the re-
sultant “chi-square” can be compared with a true chi-square distribution.
For this comparison, each of the fourteen points on the lag curve will con-
tribute a single degree of freedom to the chi-square. Subtracting one degree
of freedom for cach of the four parameters estimated (performance in the
recall conditions does not depend upon ¢) the total number of degrees of
freedom is 14 —4 = 10. In the case of the recognition condition, the
data consist of two functions, the hits and the false alarms. By fitting both
of these functions simultaneously, the number of degrees of freedom in the
initial sum is doubled. Since in this case five parameters are to be esti-
mated, a total of 2 X 14 — 5 = 23 degrees of freedom are available,
Finally, for the mixed condition, minimization must be carried out simul-
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taneously over the hits and false alarms for the recognition data and the
number of correct responses for the recall data. There are, then, thirty-
seven degrees of freedom in this chi-square.

TABLE 4-1

ESTIMATES OF MODEL PARAMETERS FOR PAIRED-ASSOCIATE
ITEMS TESTED BY A RECOGNITION, A RECALL, OR A MIXED

PROCEDURE
Experimental condition
Recognition Mixed Recall

r 1 2 3

@ 0.79 0.73 0.53
$) 0.79 0.52 0.30
T 0.95 0.97 0.99
c Q.71 0.62 *

x? 223 29.3 11.3
df 23 37 10

*The paramenter ¢ was not required for this group.

The results of these estimations are shown in Table 4-1. It is first worth
noting that the chi-squares are roughly on the same order as the number
of degrees of freedom, and so in every case the fit is satisfactory. However,
because the assumptions of the Pearson chi-square are not satisfied here,
a comparison of the relative goodness of fit between the groups may not
be made.

The values taken by the five parameters indicate the nature of the
differences between conditions. The changes in all of the parameters are
monotonic across the three conditions, with the mixed condition showing
estimated parameters between those of the two unmixed conditions. The
parameter ¢ is not too useful here since it was estimated for only two of
the conditions and since it does not differ much between them. The param-
eter that changes most dramatically is the size of the buffer, r. This param-
eter is estimated at 1 for the recognition condition, at 2 for the mixed
condition; and at 3 for the recall condition. At the same time the prob-
ability that a new item enters the buffer, «, drops from 0.79 in the rec-
ognition condition to 0.53 in' the recall condition. This difference in
parameters implies that in the recognition condition subjects enter most
items into the buffer, but hold them there for little more than a single trial,
whereas in the recall condition almost half of the items fail {0 enter the
buffer at all, although when they do enter, they tend to stay for a fairly long
time. The mean number of trials that an item stays in the buffer, given that
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it is entered, is r/«, which is 1.3 trials for the recognition condition and 5.7
trials for the recall condition. At the same time, the amount of informa-
tion about each item that is transferred into LTS on each trial, indicated
by the value of ), is much larger for the recognition condition than for the
recall condition.

These results may be interpreted as characterizing two alternative
strategies that the subject can adopt to deal with the two testing proce-
dures. When the recognition test is used, the quality of the information
required to produce a correct response is fairly low. It would, for example,
frequently be sufficient to code the response letter E simply as an carly
letter in the alphabet or as a vowel. In this condition the parameter esti-
mates suggest that the subject chose to concentrate on cach item when it
was presented and to transfer as much information about it as possible
to LTS. Although the quality of this representation was probably poor and
became largely unavailable at long lags (+ = 0.95, but, e.g., +* = 0.66),
it was frequently sufficient to determine a correct response, On the other
hand, the recall condition required much more complete information. Ap-
parently, in this condition the subjects tried to maintain some items in
STS for a longer time, at the expense of other items. A strategy similar to
that used for the recognition condition apparently transferred so little
information to LTS as to be unable to support recall. The strategy em-
ployed, therefore, seems to be to use STS as much as possible for informa-
tion storage (remember that more short lags are present than longer lags),
even though this allowed information about each item to accumulate in
LTS only slowly (¢ = 0.30 compared to 0.79 for the recognition group).
In order to do this, some incoming items had to be skipped almost entirely.
In the mixed condition, subjects apparently were forced into an inter-
mediate stralcgy, retaining items in STS for longer than they had in the
recognition condition, but not for as long as in the recall condition. It is
interesting to note that fewer errors were made on the recognition task in
the mixed condition than in the recognition condition. Apparently, the
strategy selected for the mixed condition actually was better on recogni-
tion tests than the strategy selected when the recognition task only was
present. It seems that subjects do not always choose the set .of control
processes which produce the best performance.’

“The interpretation given 1o the above experiment is based in part on the param-
eter eslimates prescnted in Table 4-1. 1t should be noted that the interpretation also
depends on a detailed analysis of the sequential properties of the data that have not
been described here. The reason is that such analyses are complex and require a
lengthy description; further, analyses of this sort will be considered laler in treating
a similar-experiment {pp 88-97).
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Attention. [t is difficult to consider the concept of reinforcement
without at least attempting to relate it to attention.® The extent to which a
particular event modifies a subject’s later behavior is influcnced by the
attention he gives to that event as much as by any reward or punishment
associated with it. Accordingly, before reinforcement is considered, we
shall examine the ways in which attentional variables can be incorporated
into the framework of our memory system. We assume that attentional
variables affect this system in three different ways. associated with the
input of information into the SR, STS, and LTS, In the next section,
when considering reinforcement, our interpretation of it will be very sim-
ilar to the third of these attentional processes: that associated with entry of
information to LTS. .

The first place where attention can affect information transfer is at the
very outset, by selecting information for entry into the SR, The processes
which determine this selection are, in general, gross behavioral oncs, pri-
marily involving the orientation of the subject toward sources of stimula-
" tion so that the appropriate sense organs are stimulated. Once the sense
organs have been activated, however, we assume that the incident infor-
mation will be transferred to the SR. . '

The attentional processes involved in the transfer of this information
to STS arec more. complex, This transfer results in a great reduction in the
amount. of information that is processed, since only information of im-
portance to the subject is entered into STS. Such information may roughly
be grouped into three classes which we associate with three different types
of transfer control processes. The first class of information transferred to
STS relates directly to the task with which the subject is currently in-
volved. Thus, for example, in reading this text, one more or less auto-
matically transfers information about the mext words into STS (note,
however, that the eye-movements involved in scanning the page are an
attentional process of the first type), To account for this transfer, it will
be assumed that the presence of information of a particular sort in STS
will induce transfer of any similar information in the SR to take place. [tis
immaterial whether the control processes involved here are thought of as
comparing the contents of the SR to STS; or as reaching out from STS
and tracking a particular part of the SR. In any case, these control pro-
cesses allow the system to track activity in the envifonment as long as’
information about it is maintained in STS. The second class of information
transferred requires a somewhat more elaborate set of control processes.
It is postulated that all information entered into the SR is rapidly analyzed

8 See Guthrie (1959) for an interesting discussion of this point,
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and, as part of this analysis. a reference is made to LTS. At this stage, the
primary result of this reference is the retrieval of a quantity, the pertinence
associated with the information (Norman, 1968). For the purposes of this
discussion, the pertinence may be thought of as a scalar quantity, with the
property that information which has a high pertincnce -is likely to be
selected for transfer to STS and information which has a low pertinence
is likely to be allowed to decay without attention. The value that is taken
by the pertinence function will depend on many different variables. The
recency of a reference to the information in LTS and the frequency with
which the information has been referenced, for example, are two such var-
_iables. The reference to LTS and the transfer to STS take place only after
the information in the SR has been analyzed at a fairly high level. If any-
thing is entered into STS as a result of these attentional processes, it will be
far more complicated than a sensory image and will include some of the
information recovered from LTS, for example, its context and several
associations to it. The last class of information which may be transferred
from the SR to STS concerns sudden changes in the environment. It is
postulated that whenever there is a sharp discontinuity in the contents of
the SR that is not correlated with an observing response or other subject-
induced activity, there is a tendency for the new material in the SR to be
transferred to STS, It is worth noting that these three classes of processes
are competing with each other for the limited processing capacity available
in STS, as well as with information that is being transferred from LTS and
.information that is being maintained in STS. What actually will be entered
depends on the relative demands of all these sources of input, rather than
on the magnitude of any one request.

The third place where attention influences the transfer of information
is in the link between STS and LTS, It is clear that we remember a great
deal about some aspects of the environment and very little about others,
even when we have “attended” to all of them. In interpreting such effects
it is not necessary to add anything to the collection of control processes
that have already been introduced. In the previous section we noted that
the transfer to LTS was influenced by any of a number of control processes
acting on STS. The number of items in STS, the formation of a rehearsal
buffer, or the retrieval of information from LTS to form mnemonics are
examples of these processes. We shall not dwell on these attentional pro-
cesses here, since they will be discussed in the next section.

The concept of reinforcement. In the preceding two sections a theory
of memory and attention has been outlined that we believe can account for
most of the results from simple verbal-learning experiments. In this section
an attempt will be made to discuss reinforcement in the framework of this
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system. We do not think that a single formulation can explain the variety
of reinforcement effects that have been demonstrated with human sub-
jects. Rather, it appears that the major determinants of learning are the
memory and attention processes, and that the concept of reinforcement
may best be understood in terms of their action. In several of the applica-
tions to be discussed in the second part of this report, results will be
presented where the reinforcement effects appear at lirst glance to be
quite complicated. When these effects are analyzed in terms of the theory,
however, their basis will be seen to be relatively simple. The memory and
attentional processes available to the subject provide bounds, often quite
strict, that limit the set of control processes that can be used, and thereby
constrain the action of reinforcement.

In many ways our interpretation of reinforcemcnt is guite similar to
the ideas of attention that were discussed in the preceding section. Trans-
fer of information to LTS takes place only while that information is resi-
dent in STS. Thus, if learning is to take place, the appropriate information
must be maintained in STS for some period of time. As indicated before,
however, STS is a system of limited capacity, and many potential sources
of information are competing for access to it. At the same time that an
item is being studied for later recall, processing space in STS is also
demanded by incoming stimuli and by other items already in STS. The
extent to which information about the item is successfully processed
depends on the limitations imposed by the task and on the strategy
sclected by the subject.

The data collected in an experiment may appear to be unduly com-
plicated for another reason. The system of memory has two distinct ways
in which information about an item may be stored. An improvement in
performance as a result of a study trial may be brought about either be-
cause information is temporarily maintained in STS or because it is perma-
nently stored in LTS. The relative importance of these two stores will
depend on many factors, such as the nature of the task, the presence or
absence of competing stimulation, and the length of time between study
and test. The operation of reinforcement will have an effect on both of
these processcs; that is, feedback or payoff may lead the subject both to
retain information in STS and to try to transfer it efliciently to LTS. Al-
though the term reinforcement typically is used to refer to processes that
have an effect on the permanent storage of information, in many experi-
ments these long-term effects can become confused” with those . due to
STS. The long-term and short-term effects may be very different from
each other. In the next section, for example, we shall consider an experi-
ment in which the effects of a series of similar stimuli on the storage of
informatior in LTS agree with predictions from classical interference
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theory, whereas the effect on the contents of STS is exactly the opposite.
The overall behavior is, of course, a mixture of long- and short-term
effects and thus, at first analysis, appeats to show inconsistencies. In short,
we do not feel that it is possible to study reinforcement variables without
first making a careful analysis of the role of the two types of memory in
the learning situation.

There are actually at least three sets of control processes by which
information can be maintained in memory for later use. 1f the information
is to be used immediately and then can be discarded, the subject may
choose to simply maintain as much of it as possible in STS via rehearsal
without any attempt to transfer it to LTS. With such a strategy the subject
will be highly accurate at short lags, but performance will drop rapidly to
chance thereafter. The second type of strategy also involves maintenance
of information in STS via rehearsal, but this time in lesser quantity so that
an attempt can be made to transfer it to LTS. Again, performance will be
good at short lags, but now items tested at long delays will not experience
as large a drop in performance. Finally, the subject may attempt to code
the information and store it in LTS as it comes along without maintaining
it in STS for any length of time. This set of control processes usually in-
volves the retrieval of information from LTS to help generate a more
robust image for permanent storage, usually by forming associations or by
the use of mnemonic devices. The choice of which of these control pro-
cesscs 10 use is usually not freely available to the subject. The nature of the
material that is presented frequently restricts the possibilities or even dic-
tates exactly the method that must be used. The dynamics of the informa-
tion processing that goes on in the three cases is different, however, and so
the effect of an external manipulation will depend on the particular control
processes that are used. In a later section on reinforcement magnitude, a
case will be seen where a scemingly minor change in the stimuli led to a
change in study procedure, which in turn resulted in vastly different rein-
forcement effects. An analysis of the information-transfer aspects of the
situation is necessary before the role of reinforcement can be understood.

In spite of the restrictions that have been set forth in the previous
paragraph, we shall now consider a gencral description of the reinforce-
ment process. This formulation should not be thought of as an exact state-
ment of the action of reinforcement, but as an outline which is frequently
modified in its specifics. This description is, basically, an expectancy
interpretation of reinlorcement, and as such is in the tradition of the ideas
set forth by Tolman (1932) and by Brunswik (Tolman and Brunswik,
1935). Essentially, it consists of two components: first, the formation of
a prediction (and possibly the production of a response) based on the
stimulus input and on correlated information retrieved from memory, and
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second, the comparison of this prediction with subsequent events, It is
the result of this comparison that determines whether information about
the episode will or will not be transferred to LTS.

As noted in the section on attention, the transfer of information about
an external cvent to STS involves more than simply a transfer from the
SR to STS. In particular, a reference to LTS is required in order to gen-
erate a pertinence measure, and some of the recovered information will
be entered into STS along with information from the SR. This informa-
tion, along with other information that may be retrieved later from LTS,
is used by the subject to select a response if one is necessary. In addition,
this information allows the subject to generate an expectation or predic-
tion about the events that will follow the stimulus. Any response that is
required is based on this prediction, but the prediction usually is more
elaborate than may be inferred from the observable response. When the
outcome event in question occurs, it is compared with this prediction,
The extent to which the outcome fails to agree with the prediction deter-
mincs the degree and nature of the study the item receives. Usually, lacge
discrepancies between the prediction and the outcome dispose the subject
to apply control processes that maintain the relevant information in STS
and induce the transfer of information to LTS. The information which is
transferred is primarily associated with those components of the predic-
tion that were most deviant from the actual outcome. The result is to
reduce the disparity between the outcome and information now stored in
LTS, so that if the same stimulus and outcome were to be presented again,
the discrepancy would be smaller than the original one."

This special analysis simplifies considerably the factors that are in-
volved in causing information to be maintained in STS. It is important
to realize that STS is a system of limited capacity and that many potential
sources of information are competing for access to it. At the same time
that a comparison between a prediction and an outcome indicates a dis-
crepancy, the processing capabilities of STS will also be demanded by
external inputs and by other information that is alrcady resident in STS.
Whether the item in question will actually receive sufficient processing in
STS to have an effect on later performance will depend upon the task in
progress, the nature of the competing items, and any control processes

"The above hypothesis is similar 1o several other theories that have been pro-
posed. The notion that the condition under which learning takes place involves a
discrepancy between a prediction and an outcome is yuile close to the expectancy
hypothesis developed by Kamin (1969) and by Rescorla {1969). In the restriction
of the stored informaltion to thal necessary 10 eliminate an observed discrepancy, our
theory is similar 10 the discrimination net models of Feigenbaum and Simon {Feigen-
baum, 1963) and Hintzman {1968). In this respect it also bears a resemblance (o
dissonance theory (Festinger, 1957; Lawrence and Festinger, 1962).
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which may predispose the system to treat information of one type and
not of another. This dynamic aspect of short-term processing is respon-
sible for many of the effects of reinforcement, and we shall return to it

in- several of the applications that will be considered in the remainder
of this paper.

Experimental Results

In this section the results of a number of experiments are considered
in order to help clarify the role of the various-stores and control processes
and illustrate how reinforcement variables (e.g., the magnitude of rein-
forcement, the schedule of reinforcement, or the delay of its presentation)
may be interpreted. In the original reports where these experiments were
first described, they were given some form of guantitative analysis in
terms of the theory. The details of -these analyses can be found in the
reference articles, so our discussion will be of a more qualitative nature.
We hope that this simplification will allow us to consider the problems

of reinforcement without becoming involved in questions of mathematical
notation and proof,

Number of reinforcements and their presentation schedule. The first
experiment is a fairly direct application of the theory to paired-associate
learning (see Brelsford, Shiffrin, and Atkinson, 1968, for a more com-
plete treatment). It illustrates the way in which a series of reinforcements
can act to build up the strength of a representation in LTS through the
successive storage of information. Basically, the same continuous paired-
associate task that has already been described in connection with the
Loftus experiment is employed, although with several modifications. A
new sct of eight stimuli (random two-digit numbers)- were chosen at the
start of each session and were used throughout the session. As in the
Loftus experiment, the responses were letters of the alphabet. Each trial
of the expcriment began with the presentation of a stimulus to which the
subject had becn instructed to respond with the most recently paired
letter. This stimulus was chosen randomly from the set of eight stimuli,
so the lags between study and test were again distributed geometrically
with parameter 1/8. Following his response, the subject was given three
seconds to study the stimulus paired with a response. This ended the trial.
Uniike the Loftus experiment, the study phase of the trial did not always
involve pairing a new response with the stimulus, A stimulus-response
pair might be given one, two, three, or four reinforcements, the probabil-
ities of these frequencies being 0.3, 0.2, 0.4, and 0.1 respectively. Thus,
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a stimulus sclected for two reinforcements would be studied with the same
response following the fArst test, but after the second test a new response
would be introduced. This procedure continued for 220 trials per session.
Each subject was run for at least ten sessions.

As in the previous experiment. the principal finding can be expressed
in the form of lag curves (Fig. 4-4). Separate curves are presented show-
ing the probability of a correct response. depending upon the number of
prior reinforcements. Hence, there is a lag curve for stimulus-response
pairs tested after one, two, and three rcinforcements. By the nature of
the prescntation schedule, the number of observations at cach point de-
clines with increasing lag, and also with increasing number of reinforce-
ments. Since at the time a subject was tested on an item, he had no way
of knowing whether that item would be studied again, the first test of
every item could be used in plotting the lag curve for one reinforcement.
Similarly 70 per cent of the items received two or more reinforcements
and therefore contributed to the second lag curve. Only in the case of
the fourth reinforcements (which occurred for only 10 per cent of the
items) were the frequencies too small to permit stable curves (o be plotted.
The three curves in Fig. 4-4 show a rescmblance in form to the lag curves
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FIGURE 4-4. Observed and predicted probabilities of a correct re-
sponse as a funcfion of lag for items tested following their first, second,
or third reinforcement.
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obtained in Loftus’ experiment. In particular, the curve for one rein-
forcement is quitc similar to the comparable curve for the Loftus recall
group. The curves in Fig. 4-4 also indicatc that the proportion of errors
at a given lag decreased as more reinforcements were given.

In order (o account for the effects of multiple reinforcements, only a
few minor changes need be made in the model used to analyze Loftus’
data. As before, it is assumed that if a stimulus is presented for study
paired with a new response and the stimulus is one of the r-items cur-
rently in the rebearsal buffer, then the subject will simply replace the old
response with the new one. Otherwise, no change is made in the contents
of the buffer. The case of an item which is not in the buffer at the time
of presentation is somewhat more complicated.'" Whenever the stimulus
for such an item is presented for test, the subject must retrieve informa-
tion from LTS in order to make a response. Again we assume that the
amount of available information can be represented as a d’-measure for
that item. On the basis of this information, the subject generates a re-
sponse, in this case his prediction about the outcome of the trial. Accord-
ingly, we postulate that whenever the response is correct (indicating a
good correspondence between the prediction and the outcome), the item
will not receive additional study and hence will not be placed in the buffer.
Whenever the correspondence is small (an error is made). the item will
enter the buffer with probability «. The probability of failing to enter the
buffer, 1 — «, represents the combined effects of the many sources of com-
petition in STS that may take precedence over entry of an item; for ex-
ample, the presence of a naturally compatible stimulus-response pair or
of an easily rehearsable combination of items in the buffer. Once the item
has entered the buffer, however, we assume that transfcr to LTS takes
place in the same manner as discussed before: For every trial in the buffer
an amount of information 6 is transferred to LTS. Every trial in which the
item is absent from.STS results in a proportion 1 — r of the infornration
in LTS becoming unavailable for recovery and response production. Like
the recall condition in the previous experiment, the predictions of the
theory depend on the four parameters: r, «, 0, and . To make these esti-
mations, the same type of pseudo-chi-square procedure employed in the
Loftus study was used here, this time simultaneously on all three lag
curves and also on the double lag curves presented in Fig. 4-5. From this

"The analysis used here is not quite identical to that used by Brelsford ct al.
(1968, p. 6). the principal change being in the mathematical form of the response-
gencration postulate. The quantitative predictions of the two formulations are vir-
tually identical; the one that is presented here is more in'line with our current
thinking regarding reinforcement. In the version of the theory used hy Brelsford
et. al., the parameters have slightly diffcrent meanings, and hence their values can-
not be directly compared with those estimated for the Loftys experiment.
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minimization, a set of parameters was found which gencrated the pre-
dicted curves shown in Figs. 4-4 and 4-5 and in the subsequent figures.
The estimated buffer'size was r = 3.
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FIGURE 4-5. Observed and predicted probabilities of a correct re- -
sponse as & function of the spacing between the first and second rein-
forcement (lag a) and the lag between the second reinforcement and the
final test (lag b).

The lag curves of Fig. 4-4 give a good idea of the general rate of
learning, but they are not the best way to look at the effects of reinforce-
ment. These effects are better examined by looking at sequential prop-
erties of the data; that is, at the effects of one reinforcement on a later
one. Accordingly, in the next few paragraphs we consider a number of
different summariés of the data, and show how they are predicted by
the theory.

The first set of results to-be examined relates the lag between the fifst
study and test of an item to the performance on the second test. In par-
ticular, the presentation of an item with two or more reinforcements can
be represented as follows:

SOT::dlCSI First test Second test
first study on ,\/]ig,"\/_’ _ a:lld o manc:ud
new item M second study some study

This describes a new pair that is studied, then first tested at lag a, is studied
again, and next tested at lag 5. We wish to look at the way in which re-
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sults of the second test depend on lag a, with'lag b held roughly constant.
Plots of this relation are shown in Fig. 4-5. For lag b > O these curves
are bow-shaped, with fewer correct responses when lag a is either small
or large. As would be expected from the curves in Fig. 4-4, more errors
are made when lag b is large than when it is small, It is relatively easy to
see how these curves are predicted by the model. For small values of
lag a, little information will be transferred to LTS during the interval be-
tween trials, so the primary effect of the first reinforcement is to increase
the likelihood that the pair is in STS when the second reinforcement
occurs. This will slightly increase the probability of a correct response,
particularly at short lag b. For somewhat longer values of lag a, this. effect
is coupled with the transfer of a considerable amount of information into
LTS before the second study, Thus a facilitative effect of the first rein-
forcement is expected even when the item has been deleted from the buffer
before the second test, Finally, when lag a is very large, the item will al-
most certainly have departed from the buffer and much of the information
that had becn deposited in LTS will have become unavailable (in this
experiment the estimate of - was 0.82, so the retrievable information in
LTS had a half-life of only about three trials).

In the preceding paragraph the effect of the lag between the first and
second reinforcement of a stimulus-response pair was examined. In this
paragraph we shall again consider the effects of the lag between two suc-
cessive reinforcements involving the same stimulus; however, in this case
the two presentations represent the last occurrence of one pairing and
the first occurrence of a new pairing:

Some test Final test First test
and : and of new item

final study lag a first study lag 5 ) and

of anitem """ of new item some study

Here, a stimulus-response pair is given its last study and tested at lag a.
A new response is then paired with the stimulus and is given its first test
at lag b. The predictions for this case are somewhat surprising and are
worth examining closely. If the item is not in the buffer at the end of
lag a, it should have no effect on whether the new pairing is studied or not.
If the previous stimulus-response pair is in the buffer, however, it should
have a facilitative effect on the new learning; since the new item is now
guaranteed to enter the buffer. In this case, the probability of a correct
response on the new item should be relatively large. Unfortunately, the
presence of the pair in the rchearsal buffer is not an observable event,
but it is probabilistically related to the occurrence of an error and to lag a.
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In particular, if an error was made on the final test of the old item, we
know that it was not in the buffer, and thercfore predict that the prob-
ability of a correct response on the new item, when tested later, will be
independent of lag a. When a correct response is made on the old item,
it may be in the bufler, and furthermore, it is more likely to be in the
buffer if lag @ is small, In this case, small values of lag a should be asso-
ciated with fairly large probabilities of a correct response, and these prob-
abilities should fall with increasing lag a. Note that this prediction is quite
different from what would be predicted by interference theory, since it
associates good performance on a transfer task with good performance
on original learning.
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FIGURE 4-6. Observed and predicted probabilities of a correct re-
sponse on the first test of an item as a function of the lag for the Iast item
using that stimulus (lsg a).

This prediction, however, seems to be well supported by the data as
indicated by the functions plotted in Fig. 4-6. In this figure, unlike Fig.
4-3, the results have been averaged over all values of lag b, Three sets
of curves have been plotted, depending upon whether the item given on
trial n + a + 1 received its first, second, or third test. It is interesting to
note that the magnitude of the difference between the correct and the
error data declines as the number of prior reinforcements increases. This

148



may be attributed to the fact that the facilitation is purely a result of study
in STS, and that this study takes place only when the subject’s prediction
based on LTS information is incorrect. When several rcinforcements have
been given, there is a greater likelihood that the item will be correctly
recovered from LTS, and hence that no rehecarsal in STS will take place.
Accordingly, the proportion of correct responses that occur because the
item was maintained in STS decreases, and with it the size of the facilita-
tion effect. It should also be noted that the probability of a correct re-
sponse to the new item, conditional on a correct response to the old one,
appears to fall systematically below the prediction when a long lag
intervenes between the two study trials. This effect, which is exactly the
opposite of the one observed at short lags, is evidence for the activity
of more conventional interfercnce processes in LTS. Items that are cor-
rectly recalled at long lags are likely to have been recovered from a good
representation in LTS. Apparently this strong trace interferes with the
establishment of a new trace bascd on the same stimulus. Additional evi-
dence for these interference effects will be presented in Fig. 4-8.

The last two results to be considered involve the eflects of a sequence
of similar or dissimilar stimuli and provide further evidence for some of
our postulates about study effects in STS. Consider a series of consecu-
tive trials all involving the same stimulus, but in which the response paired
with the stimulus on the final study trial is different from that on the
immediately preceding trial. The theory predicts that the longer the string
of presentations, the more likely it is that the final item when eventually
tested will be correctly recalled. This is so because the probability that
a pair containing the stimulus is in the rehearsal buffer increases with the
sequence of zero-lag presentations. On each successive trial of this se-
guence, a pair containing the stimulus may be entered into the buffer if
it is not already there, and if there are no competing items to force it out.
The resulting effect is shown in Fig. 4-7. In this figure the probability of
correctly recalling the last item of a series of trials all involving the same
stimulus (averaged over all test lags) is plotted as a function of the length
of the series. As expected, this is an increasing function, and falls quite
close to the predicted function. Note that again this effect is quite the
opposite of predictions from a traditional interference theory. Such a
theory would predict that the repeated presentations would interfere pro-
actively with the new pair and that this would decrcase the probability
of responding correctly to the transfer item, It is important to realize that
these effects are the result of activity in STS and say nothing about the
nature of interference in LTS, Indeed, the long-term effects appear to be
the opposite of the short-term -effects. Figure 4-8 shows the probability
that, on the first trial of a new item, the response that had been correct
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FIGURE 4-7. Observed and predicted probabilities of a correct re-
sponse as a function of the number of consecutive preceding items using
‘the same stimulus.

- on the previous occurrence of the stimulus is given instead of the current
correct response. The probability of these intrusion errors is plotted as a
function of the lag at which the new item is tested (the three curves de-
pend on the number of times that the previous pairing had been rein-
forced). Intrusion errors were more frequent when the previous item had
been given several reinforcements than when it had received only a single
reinforcement. The fact that the response is actually an error indicates
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FIGURE 4-8. Probability that the correct response for the preced-
ing item using a given stimulus will be made as-an intrusion error to the
present item.
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that the item was not in the buffer at the time of test, hence that this more
typical proactive effect is associated with long-term storage.

A series of consecutive trials using the same stimulus, as indicated in
the preceding paragraph, tends to cause that stimulus to be entered into
the rehearsal buffer, but will not create any further disruption of other -
items in the buffer. On the other hand, a series of items with different
stimuli produces maximum disruption, since each of them will have some
probability of being entered into the buffer. This effect is illustrated by
the way that the items which intervene between study and test of a given
item affect the probability of a correct response. In particular, suppose |
that the test of an item following its k' study occurs at lag x. The case
where all of the x intervening items involve-the same stimulus and the
case where they involve all different stimuli will be examined, with the
prediction that the all-same condition will produce better performance
than the all-different condition. For each of the three values of k, this
prediction is supported (Fig. 4-9),

This experiment has illustrated the way in which the theory can be
applied. to show increases in LTS strength as a result of a series of rein-
forcements. It has also shown a simple way in which the correspondence
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FIGURE 4-9. Ohserved and predicted probabilities of a correct re-

sponse as a function of lag for the cases where the intervening stimuli are
all identical or are all different.
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between the subject’s prediction and the outcome of a trial can determine
rehearsal patterns. Finally, by considering the sequential properties pre-
sented in the last five figures, evidence has been given which supports
our particular two-process formulation of memory.

Delay of reinforcement. The second experiment to be considered
examines one of the most confusing issues in the arca of human rein-
forcement: that of its delay. 1t appears that a delay in the feedback of
information about a response can have many different effects. Some
studies (Greenspoon and Foreman, 1956; Saltzman, 1951) have indi-
cated that a delay will impair learning, others show no effect (Bilodeau
and Ryan, 1960; Bourne, 1966; Hochman and Lipsitt, 1961), and still
others appear to show a facilitative effect of delay (Buchwald, 1967,
1969; Kintsch and McCoy, 1964). We shall attempt to show that any
of these effects can be accommodated by our analysis and shall discuss
an experiment (Atkinson, 1969) in which ail of these cffects were ob-
tained as the result of several fairly simple manipulations,

The basis of this experiment was a continuous paired-associate task
similar to the one just described. The stimuli were randomly generated
consonant trigrams and were paired with single-digit responses (digits 2
through 9). Every stimulus-response pair received between three and
seven reinforcements, with each pair being equally likely to receive any
number of reinforcements within this range. A stimulus was used only
once during the course of the cxperiment; that is, a stimulus trigram would
receive several study and test trials with a particular response number,
and then would never be used again. The major difference between the
presentation schedule in this experiment and thosc discussed earlier con-
cerned the lag structure. Sixteen different stimuli were active at any time.
The stimulus that was presented, however, was not chosen at random
from this set, but only from the six stimuli that had not becn presented
on the previous ten trials. Thus, the minimum possible test lag was ten
and the mean.lag was fifteen items.
~ The manipulation in this ¢xperiment involved assigning cach stimulus-
response pair to on¢ of fourteen conditions. This assignment was made
randomly for each pair, but was the same for all reinforcements of that
pair. All conditions were run simultaneously; that is, the set of items that
were active at any time included ones assigned to many different condi-
tions. The fourteen conditions resulted from combinations of threc inde-
pendent variables affecting reinforcement: (1) The first of these variables
was the delay itself. The prescntation of the stimulus was terminated by
the response, then the feedback (reinforcement) appeared, cither imme-
diately or following a delay of three, six, or twelve seconds. (2) During
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this delay, the subject was either allowed to do as he pleased or was in-
structed Lo count backwards from a randomly selected three-digit number.
These conditions will be referred to as the no-count and the count condi-
tions. (3) The feedback consisted either of the correct digit response
presented alone or of both the stimulus trigram and the cofrect response.
Thesc conditions will be referred to as the feedback-only and the stinuilus-
plus-feedback conditions. In either case the duration of the reinforcement
was four seconds. When the delay is zero, the count and no-count condi-
tions are the same, hence only fourteen conditions are possible, instead
of the 4 X 2 X 2 = 16 conditions which might be expected.

The primary dependent variable considered in the experiment was
the proportion of correct responses averaged over trials 2 through 7 (the
initial trial, of course, was a random guess and has not been included in
the average). In Fig. 4-10 this proportion is plotted as a function of the
delay for the various reinforcement conditions. This figure shows all three
of the trends which were mentioned above: the count, feedback-only con-
dition shows a drop in the mean proportion correct as a function of delay;
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FIGURE 4-10. Observed and predicted probabilities of correct re-

sponses as a function of delay for two types of feedback and two types of
delay activity.
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the count, stimulus-plus-fecdback condition shows no effect of delay;
while both of the no-count conditions show an improvement with delay.

In interpreting the effects of reinforcement delay here, it is important
to realize that the roles of rehearsal and of LTS are quite different’in this
task than they were in the two previous experiments. The presentation
schedule was constructed so that there was always a substantial lag be-
tween successive appearances of an ilem. Because of this it was not prac-
tical for the subject to use a rehearsal buffer to maintain information until
a response was required — too many of the items which intervened be-
tween study and test would have had to be ignored altogether. Instead,
subjects were forced to rely primarily on LTS as a source of information
storage. In such a case, subjects usually do not form a rchearsal buffer,
but instead try to code each item as it is presented, and then turn their
attention to the next item when it appears. The use of untque and rela-
tively unfamiliar stimuli for each pair also incrcased the fikelihood that
this coding scheme was used. _

The results of the count conditions are now fairly simple to interpret.
The counting procedure had the effect of preventing rehearsal of infor-
mation in STS: in particular, the subject could not rcadily remember. the
stimulus that was presented throughout the course of the delay period.
Thus, in the feedback-only condition, the subject would frequently be
unable to remember the stimulus by the time feedback was presented and
would, therefore, be unable to associate the stimulus-response pair. In
such a case, the probability of a correct response would drop toward
chance as the likelihood increased that the stimulus could not be remem-
bered; that is, as the delay interval increased. In the stimulus-plus-
feedback condition, forgetting the stimulus during the delay period should
have no effect since both members of the pair would always be available
at the time of study. The counting task would, however, prevent any other
processing from occurring during this inferval, so the delay would be
expected to have no effect at all.

In the no-count conditions the subject should have no problem in
retaining the stimulus in STS during the delay interval; consequently, there
should be no differcnces between the stimulus-plus-feedback ‘and the
feedback-only conditions. In fact, the delay interval can be spent in pro-
cessing information in such a way as to make later LTS storage easier
and more efficicnt. There are several ways in which this ean be done; for
example, the subject may engage in some sort of pre-processing of the’
stimulus, such as generating images or mnemonic codes which will aid
in efficient storage once fegdback is provided. Furthermore, after several
reinforcements have been presented, the subject may be able to recover
the response from LTS and recognize it as the cortect one before the
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fecdback is presented. He can then use the delay interval to further study
the item. Either of these two processes can generate the increasing delay
function that was observed.

Atkinson (1969) has described the amount of information which was
transmitted to LTS by each reinforcement by an increasing exponential
function for the-no-count conditions and by a decreasing exponential func-
tion for the count conditions. These functions have been used to generate
the predictions shown in Fig. 4-10. Although the sort of sequential inves-
tigations illustrated by Figs. 4-6 through 4-9 have not been made, the
overall accuracy of these predictions support the interpretation.

The above analysis was able to accommodate effects that at first
appeared to be inconsistent into a fairly simple framework by focusing
attention on the informative value of the reinforcement, rather than treat-
ing it as a simple cvent. A similar, if not identical, analysis, we feel, will
be able to reconcile the discrepant results that have been found for the
effects of delay of reinforcement by other workers. It is experimental re-
sults of this sort that make a particularly strong case for our contention
that factors involved in learning and memory are fundamental in deter-
mining the phenomena of reinforcement rather than the other way around.

Concept identification. In the following section, the theory will be
applied to a concept-identification paradigm in which the effects of rein-
forcing events are quite different from those that have been discussed
so far. The concept-identification task requires the subject to observe a
series of stimuli and to classify them, one by one, into a fixed set of cate-
gories. Following each response, the subject is told the correct classifica-
tion of the stimulus, and it is this feedback that gives rise to learning. The
concept-identification procedure differs from the paired-associate proce-
dure in that the classification depends systematically on some property (or
properties) of the stimuli. This means that once the subject has solved the
problem and has learned the rule by which stimuli are classified, he will be
able to classify a novel stimulus correctly. There are, of course, an infi-
nitely large number of possible stimulus properties and rules that can be
used to partition the stimuli. In the experiment to be discussed below, we
shall treat only a very few of these possibilities, those where the stimuli are
composed of orthogonal binary -dimensions and where the classification
rule depends on only one of these dimensions. The procedure for the
experiment that will be discussed (for a complete treatment see Wickens,
1969) will show these restrictions more clearly.

Subjects were seated before a teletype keyboard and saw stimuli pro-
jected on a screen in front of them. These stimuli were pictures which
were constructed to vary along twelve different dimensions. Each of these
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dimensions, or attributes, of the pictures could take on either of two
different valucs, only one value in each picture. One set of stimuli, for
example, consisted of line drawings of houses in which the dimensions
were represented by one or two windows, by a chimney on the left or on
the right. and by ten other distinctions. From the twelve attributes a total
of 2'* = 4.096 distinct stimuli could be constructed. The rules used to
determine the correct classifications were based on exactly one of these
attributes; all stimuli for which that attribute took one value falling into
one of two categorices, all stimuli for which it tock the other value falling
into the other category. As each stimufus was presented, the subject indi-
cated his choice of category by pressing the zero or the one key on the
keyboard and was informed of the correct alternative by indicator lights
mounted above the keyboard. A series of such trials was presented to the
subject, the series continuing without interruption for the duration of a
session. Whenever the subject had correctly identified the relevant attri-
bute, as indicated by a string of twelve consecutive correct responses, he
was signaled that the current problem was complete and was immediately
started on a new problem, using a rule based on one of the cleven attri-
butes that had not just been used. Subjects were run for two hours per
day for five days. The number of problems solved by a subjcct during the
experiment ranged from 53 to 115. During the first 25 problems or so,
subjects showed improvement. After this point, however, the number
of trials to solution remained approximately constant. The analysis to be
discussed below is based on this stable, asymptotic data only.

The analysis that will be made of concept-identification is based upon
the general idea of hypothesis testing (Bower and Trabasso, 1964; Restle,
1962). We assume that the subject solves concept problems by formulat-
ing hypotheses about the rule that determines the classification, then
observing the sequence of classified stimuli to see whether the hypothe-
sized rule is supported or not. A rule which is consistent with the true
classification will enable the subject to respond correctly and thereby to
solve the problem, whereas a rule that is inconsistent will cause errors to
be made. When an inconsistency appears, the subject will abandon the
rule under test and select a new one. It is apparent that this sort of solu-
tion is composed of two-diffcrent processes: the sclegtion of rules and
their test. This dichotomy will represent an important part of our analysis
of the role of reinforcement in concept identification.

We assume that initially there is a sct of hypotheses which the subject
considers to be potential solutions to the problem and which he wishes
to test. The size of this pool depends on the nature of the task and on
the subject’s familiarity with it. In his first attempt to solve a concept-
identification problem, a subject may have a large set of hypotheses which
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he views as possible, many of which hypotheses are quitc complicated
and cannot be the true solution to the problem. In the case of the experi-
ment mentioncd above, in which considerable practice was given and the
subject was adapted to the task, the set of hypotheses may reasonably
be identified with the set of attributes of the stimuli, In the following dis-
cussion, we shall speak of sampling atrributes. indicating the specilic
nature of this experiment. QOne may, however, think of this as sampling
from a pool of much more general hypotheses.

When solving a concept-identification problem, it is assumed that the
subject starts by choosing a sample of r attributes from the total set and
maintains them in STS by rchearsal. The matching of the values taken
by these atiributes to the two response alternatives is assumed to show
local consistency (Gregg and Simon, 1967); that is, the assignment is
made in such a way as to be consistent with the outcome of the last trial
that has taken place. By comparing this assignment to the values that
these attributes take in a new stimulus, the subject makes scveral predic-
tions regarding the outcome of the new trial, Each of these predictions
is bascd on one attribute in the sample: If the value of this attribute is
the same as the value it took in the previous stimulus, then the same classi-
fication is predicted; if the vatue is different, then the classification is pre-
dicted to change. If more than two attributes are sampled, it is possible
that the set of predictions may have internal inconsistencies, since each
attribute may be varied independently of the others. The subject’s classi-
fication response is generated from these predictions in some manner or
other. The actual method of generation is not crucial to our analysis: He
may choose a prediction at random, may select the response indicated by
the largest number of predictions, or may use any of several other
strategies.

The outcome of the trial provides confirmation of some of these pre-
dictions and disconfirmation of others, implying that those attribuies on
which incorrect predictions were based are no longer tenable candidates
for the solution. Accordingly, these: attributes are dropped from the re-
hearsal buffer. On the following trials, this process is continued, either
until the buffer is emptied or until the probiem is solved, in thc sense
that only one attribute is being considered and this is the correct one. 1f
the buffer is emptied, the subject is forced to draw a new sample of attri-
butes for testing. Here, for the first time, LTS becomes important. While
the first set of attributes was being tested, information about them was
being transferred to LTS: Now, when resampling is taking place, this
information in LTS may allow the subject to avoid resampling those
attributes which have already been tested and rejecied. Resampling of an
attribute that has already been tested may take place, but only when
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information about that attribute cannot be recovered from LTS, either
because only a small amount of information was originally transferred or
because of a failure of the search process. As more and more samples are
drawn, there will be a greater and greater likclihood that the correct attri-
bute will be selected and the problem solved.

The {ormulation of concept-identification learning given here is similar
to a number of those that have been discussed in the literature, although
it is not identical to any of them. In addition to the reference mentioned
above, Trabasso and Bower have proscnted models in which questions
of the delay of resampling (Trabasso and Bower, 1966) and the sizc of
the test sample (Trabasso and Bower, 1968) have been discussed, while
Gregg and Simon (1967) have considered a serics of models which make
a number of different assumptions about the sclection of new hypotheses
for test. All of these models, however, are different {rom our model in one
critical respect, for they assume that the occurrence of an incorrect re-
sponse causes the whole sample to be eliminated and redrawn. In contrast
to this assumption, our theory makes a clear distinction between the effects
of information feedback and the effects of reward. The important variable
in determining what learning takes place is not whether the overt response
was correct or in error, but rather the way in which the various predic-
tions about the attributes were confirmed or disconfirmed. Since the
subject can make a response that is not consistent with some of his pre-
dictions, it is possible for these predictions to be disconfirmed. and there-
fore rejected, at the same time that the response is correct. Only in the
case where the buffer size is one (i.e., only a single attribute is under
test) will the reward and information feedback aspects of the reinforce-
ment be equivalent,

The fact that resampling does not take place on every error is central
to our analysis of the role of reinforcement in this situation. It is relatively
easy to demonstrate that this cannot occur as frequently as do errors. If
resampling is postulated to take place after every error, the rate of learn-
ing for problems based on a particular attribute-is independent of the
value of r and can be represented by the probability that no more errors
follow a given error; that is, by the probability that the correct attribute
is both selected for rehearsal and is used as the basis for response genera-
tion. This solution probability can be estimated from the number of errors
required to solve the problem. If rx; is the mean number of errors to solve
problems based on the ith attribute,, then the solution probability for that
attribute, ¢;, can be estimated as follows (Restle, 1962);

A 1

Ci =
m; + 1

158



The ¢;’s should form a probability distribution over the set of attributes.
Using data from repeated problems for a typical subject, Wickens (1969)
was able to determine & for all twelve attributes in the stimulus. These
estimates summed to 1.8, which was significantly larger_ than the maxi-
mum valuc of 1.0 that would be permitted for a true probability distribu-
tion. The conclusion must be that the subject was learning more rapidly
than could be accounted for by a process that depended only on whether
the response was correct or not. Subjects must have used rchearsal buffers
with sizes that were greater than one and must have depended on out-
come information 10 adjust the contents of STS.

In his treatment of the data from this cxperiment, Wickens used a
somewhat simplificd version of the LTS postulate put forward in the pre-
ceding paragraphs; indeed, he did not separate his analysis into short- and
fong-term components as we have done. He assumied that all items con-
tained in a particular sample were unavailable to the next £ samples,
where £ = 0, 1, 2, ..., and .that this value of £ was constant for all
attributes.’” Using these assumptions, he was able to derive the distribu-
tion of the trial of last error and of the total number of crrors, param-
etrized by combinations of r and £. Figure 4-11 presents predictions for
the mean trial of last error and compares them with the observed méan
trial of last error for each of the forty-five subjects who served in the
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FIGURE 4-11. Frequency distribution of the mean trial of last crror
_for individual subjects on a simple 12-dimensional concept-identification
problem, Upper axes show theoretical predictions. for four buffer sizes
{r = 1, 2, 3, 4) and an apprepriate range of delays in sampling replace-
ment, '

NThe model (hat we have proposed above would predict that ifems from the
same sample could remain unavailable lor different lengths of time, and that these

periods shoukd depend upon the number of trials that the attributes resided in the
rehearsal buffer.
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experiment. The observed means are plotied as a histogram at the bottom
of the figure. while the predictions are plotted along four short axes; a
separate axis for r = 1, 2, 3, or 4. Points along these axes indicate values
of £. For example, there were three subjects whose mean trial of last
error over all problems fell between 9.5 and 10.0. Mean trials of last error
in this range are predicted by strategics in which r = 4 and ¢ = 0. in
which r = 3 and £ = 1. or, to reasonable accuracy, in which r = 2 and
¢ = 4. Nonc of the strategies with r = 1 would be satisfactory for these
subjects since. even with perfect long-term retention (£ = 11), a mean
trial of last crror smaller than about 12 would be extremely unlikely. 1t
is apparcnt from Fig. 4-11 that there is a very large spread in the observed
daia and that no single set of parameters can adequately account for all
of the subjects. It is clear, however, that subjects with low values for the
mean trial of last error were using strategics which required an r of at
least 3 or 4 and which made significant use of LTS. The presence of these
subjects who uscd rehearsal buffers of larger than a single attribute is
again cvidence for our contention that it is the confirmation of predic-

tions about the attributes rather than the reward of a response that dictates
the coursc of learning.

Magnitude of reward. The amount of reward associated with a cor-
rect response or the punishment associated with an crror are variables
that have not received a great deal of systematic consideration in human
learning. In general, the studics that have examined amount of reinforce-
ment have varied the degree of information fecdback made available to
the subject after his response (e.g., Keller. Cole. Burke, and Estes, 1965)
or the amount of time that he is given to study the item (e.g., Keller,
Thomson, Tweedy, and Atkinson, 1967). When reward magnitude-has
been considered, however, the extent of its effects scem to depend upon
whether reward conditions have been compared between or within sub-
jects. Several experiments by Harley (1965a,b) illustrate this clearly. He
ran subjects in a paired-associate experiment using an anticipation proce-
durc to learn CVC pairs. Incentive was provided for some pairs by telling
the subjcct that he would receive twenty-five cents for each one that he
correctly anticipated on a later trial. In onc experiment (1965b), Harley
tested for the effects of this reward in an absolute manner by comparing
two groups of subjects: One group reccived twenty-five cents for every
correct anticipation, whercas the other group reccived no rewards at all.
The rate of learning for thesc two groups was virtually identical (see Fig.
4-12). When both reward values were used simultancously with the same
subject, half of the pairs receiving a reward and half not, the rewarded
items were correct significantly more often (Harley, 1965a). As Fig. 4-12
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FIGURE 4-12, Leamning curves for high- and low-rewarded paired-
associate items tested with both reward values present at the same time
differential procedure) or with values presented alone (absolufe pro-
cedure). Data is replotted from 4-second groups in Harley 1965a, b).

indicates, this cffect appears to take the form of an improvement in per-
formance on the rewarded items and a decrement in performance on the
unrewarded items when compared to either of the absolute groups. This
interpretation is placed in some doubt by a later experiment {Harley,
1968 ) which suggests that the reward effect should be attributed primarily
to poorer performance on the low-incentive items rather than to an im-
provement on Lhe high-incentive items. In any case, thesec experiments
indicate that the relative reward was the important variable, not the abso-
lute magnitude of the reward.

In the system of reinforcement considercd here, the reward associated
with an item can influence performance only by aitering the way in which
information about the item is processed in STS. With this view, it is rela-
tively'easy to see why absolute rewards may not be important. The subject
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in a typical verbal-learning experiment is usually motivated to perform
well, cven in the absence of monetary incentive. The way in which inlor-
mation is processed in STS will be determined primarity by the nature of
the test material and by the structure of the cxperiment. A difference in the
absolutc reward level will not make very much change in this scheme.
When items with different reward valucs are presented, however, they may .
reccive different trcatments within the same general scheme. In particular,
for tasks in which a rchearsal buffer is set up, the cfiects of differential re-
wards will be reflected in the relative probabilities of entering an item into
the bufier or of deleting it once entered. Thus, high-reward items would be
more likely to receive study than low-reward items. and so would be
learned better. When only a single level of reinforcement is present, how-
ever, all items are equally likely to receive study, regardless of the level of
reinforcement. The overall rate of learning in either case will be deter-
mined by the nature of the maierial 1o be learned and will not depend on
the reward.

We have said that the effects of reward are determined by differences
in the processing of high- and low-value items in STS. If this is the case,
the nature of the reward effect should be influenced by the presence or
absence of a rehearsal buffer, When a bulfer is used. differential process-
ing of high- and low-value items can occur casily, since high-point items
may be entered into the buffer with a higher probability than low-point
items, while low-point items (if recalled as such) may be more likcly to be
deleted from the buffer. On the other hand, if a coding strategy (similar
to the one induced in the delay of reinforcement study) is used, each item
will be studied as it is presented and there will be relatively little oppor-
_tunity for an effect of reward magnitude to appear. Fortunately it is pos-
sible to predispose the subject to use either a rehearsal or a coding strategy
by a fairly simple experimental manipulation. This effcct has been dem-
onstrated clearly in an experiment by Atkinson, Brelsford, and Shiffrin
(1967) using two groups of subjects in a continuous paired-associate task
in which number-letter pairs were given single reinforcements. In one
group a fixed set of stimuli was used, pairing new responses with each
stimulus throughout the course of a session. In the sccond group each
stimulus was used only for a single pair, then retired (thesc fwo presenta-
tion procedures will be discussed more fully in-the next paragraph). For
the first group, clearly separate lag curves were obtained by varying the
number of pairs that the subject was required to keep track of at any point
in time; for the second group there was no cffect of this manipulation on
the lag curves. This difference is readily explained by assuming that sub-
jects in the first group sct up a rehearsal buffer, while subjects in the
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second group attempted to code each item during the interval before the
presentation of the next pair.'?

An experiment which looks at reward effects while manipulating the
stimuli in this way has been conducted by Kirk Gibson at Stanford Uni-
versity. The paradigm of this experiment was, in general, similar (o those
that we have already analyzed. Subjects were seated at teletypes and were
presented with a series of pairs to be learned. The stimuli were CVC tri-
grams and. the responscs were the letters of the alphabet. Each pair
received only a single study and a single test. Two groups of subjects.were
run: In the fixed-stimulus condition a set of nine stimuli were selected at
random at the start of each session and were used throughout that session.
After each test in this condition, the same stimulus was presented for sludy
paired with a new response. The second group of subjects was run in a-,
variable-stimulus condition. In this condition. the jitem just tested was per-
manently discarded and a new stimulus-response pair was presented
during the study phase of the trial. As in the fixed group, however, the
subject was trying to keep track of only nine_ stimulus-response pairs at
any given point in time. The same random presentation schedule em-
ployed in most of the other experiments was used, so that the test lags
were distributed geometrically beginning with lag zcro.

The second aspect of the experiment concerned the reward values
assigned to the pairs. As each new item was presented for study, a value
of either 11, 22, or 99 points was randomly assigned to it (i.e., cach of
these three values was equally likely to appear). The valucs were assigned
independently for each item; in particular, a stimulus in the fixed group
could receive different reward values when paired with diffcrernt responses.
The subject was told that if he correctly recalled an item, its points would
be credited to his score for the session. At the time of test, the subject was
not shown the point value associated with the item. Indeed, subjects were
given no immediate feedback on their accumulation of points, although
at the start of cach session they were informed what percentage of the tolal
possible points had been obtained during the previous session. The sub-
jects were paid for participation in the experiment in proportion to this
percentage.

The results of this experiment are shown in the form of lag curves in
Figs. 4-13 and 4-14. For the fixed-stimulus group (Fig. 4-13) therc was

1In their original paper Atkinson et al. (1967, p. 295) interpreted the difference
in the two conditions by assuming that, for the second group, items were maintained
in the buffer even after they hiad been tested. In light of later evidence, it now ap-
pears that this explanation is unrealistic and that the results may be more reasonably
explained, as we have done, by the failure to form a bulfler.
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~ FIGURE 4-13. Probability of a correct response as a function of lag
for items receiving different amounts of reward. The stimuli were a fixed
set of trigrams,

a marked difference between performance on the 99-point items and on
the other two types of items, although there was not a statistically signifi-
cant difference between the 22- and the 11-point items. In contrast to
these results there were no differences among the payofl conditions for the
variable-stimulus procedure (Fig. 4-14). Apparently, varying the stimuli
was sufficient to climinate the basis for any reward effect.

“The results of this experiment arc in accord with our view of learning
and reward. As indicated by subject reports at the conclusion of the exper-
iment, the variable-stimulus pairs (a unique stimulus trigram and response
letter) were fairly casy to code on an item-by-item basis. For this material,
however, the subject experienced difficulty if he tricd to maintain several
items simultancously in STS via rehearsal. Since it was much casier for the
subject to code the items than to maintain a rehcarsal buffer, he tended to
study each item when it was presented and then turn his attention to the
next item. Using this strategy, every item will be studied.and the point
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PROBABILITY OF A CORRECT RESPONSE

FIGURE 4-14. Probability of a correct response as a function of lag
for items receiving different amounts of reward. A unique stimulus tri-
gram was used for each item.

values will. not play an important role in the amount of information trans-
ferred to LTS. Consequently, little or no effect of reward value should be
observed, as indeed was the case for the variable-stimulus procedure.

On the other hand, for the fixed-stimulus procedure, the sct of stimuli
quickly became very familiar, and subjects reporied that it was casy to set
up a rehearsal buffer of three to five items. Coding, however, was much
more difficult for this procedure, since it is almost impossible to gencrate
noncompeting codes for the same trigram paired with many different let-
ters during the course of a session. For this group, then, scveral items will
be maintained in STS at any given time, and it will be easy to give prefer-
ential study to an item in the buffer by ignoring another item just pre-
sented. Similarly, a high-point item will almost always be cntered into the
buffer at the expense of some item that is already there. Thus the re-
ward values will determine which items are studied and for how long they
are maintained. Accordingly, a reward effect is predicted for the fixed-
stimulus procedure, as was observed.
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We do not want to argue from these results that a reinforcement efect
cannot be obtained using the variable-stimulus procedure. If sufficiently
large rewards are offered for correct responses to certain items, then there
is no doubt that they will receive additional study, probably both by
rehearsal and by coding. The point that we feel is important here is that
with the particular payoff levels used in the study, a marked difference in
reinforcing effects appeared between the fixed- and variable-stimulus pro-
cedures, two procedures which in a logical sense place identical demands
on a subject. Although both procedures require the subject to keep track
of the same number of stimulus-response pairs at any given point in time,
the particular nature of the stimulus material caused different methods of
study to be used, and in turn made reinforcement effccts evident in one
case and not in the other, This is another example where a given reinforc-
ing operation can lcad to markedly different effects depending on the par-
ticular information-processing requirements of the learning task.

One interesting feature of the experiment is the high accuracy of recall
obtained for the variable-stimulus condition. Although there was no'effect
of the reward, the overall proportion of correct responses is approximately
at the same level as the 99-point items for the fixed-stimulus group. This
presumably reflects the fact that stimulus-response pairs in the variable-
stimulus condition are less subject to interference from other pairs than in
the fixed-stimulus condition. Further studies are currently in progress to
'investigate the exact form of the STS structure that is sct up for the
two conditions. ,

1t is not possible to make a direct comparison of rewarded and unre-
warded performance within this study. Some sort of comparison can be
made, however, between another of Gibson’s groups and a group from the
experiment by Loftus reported in the first part of this paper. The group in.
question used a fixed-stimulus procedure, but with the digits 1 through 9
as stimuli instead of trigrams. This procedure is exaclly the. same as the
recall-alone condition of the Loftus study, except for the presence of re-
wards. If these rewards are neglected, performance in the two experiments
is almost exactly the same; if the three reward values are combined, the
mean lag curve is indistinguishable from that observed by Loftus. The un-
rewarded responses of the recall-alone condition fall roughly between the
items which had been given high and low incentives (see Fig. 4-15).
In this figure the 11- and the 22-point items have been combined, hence
each data point in this curve includes approximately twice the number of
observations as the corresponding point in the high-reward curve (this
means that the average of the two curves does not lie midway between
them; in fact it falls almost exactly on the curve for the recall-alone
group). While hardly conclusive, this comparison again suggests that the
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FIGURE, 4-15. Probability of a correct response as a function of lag
for items receiving different amounts of reward. The stimuli were a fixed
set of numbers. The recall-alone condition, which reccived no reward,
has been replotted from Fig, 4-2.

99-point items have been given additional study at the expense of the
low-point items. -

Effects of reinforcement on retrieval. Throughout this paper, a dis-
tinction has been made between storage and retrieval processes in learn-
ing. As noted in the introduction, this distinction is also relevant to an
analysis of reinforcement. The applications considered so far have been
primarily concerned with how reinforcement influences the study of items,
hence the storage of information. The reason for not turning sooner to
retrieval aspects of reinforcement is that there are few experiments dealing
specifically with this topic (Wasserman, Weiner, and Houston, 1968;
Weiner, 1966).

In an attempt to remedy this state of afTairs, we have initiated some
experiments in which the reward associaled with paired-associates has
been manipulated both at the time the item is first studied and later at test.
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None of these experiments is yet complete, but we want to present some
pilot data from an experiment by Geoffrey Loftus which illustrate some
effects of interest. This experiment employed a continuous memory task
that was almost identical to the fixed-stimulus procedure described in the
section on reward magnitude. The stimuli were the digits from'1 to 9. and
the responses were letters of the alphabet. Each new stimulus-response
item was assigned a valuc of either 11, 22, or 99 points. When an ilem
was presented for study, however, its point value was not always displayed.
For about half of the items, no information about the reward was given at
this time: the subject was instructed that the items for which no point
values appeared had. nevertheless, been assigned one of the three values at
random by the computer controlling the experiment; and that these values
would count in his total score for the session. Similarly, when the items
were tcsted, their reward value might or might not be displayed. Again,
the reward value was presented on about half of the tests. The presentation
of the reward value at test was independent of whether the reward had
been presented during study; thus the subjects might receive information
about the rewards assigned to a particular item at the time of study, at the
time of test, at both times, or at neither time. If a reward value was pre-
sented at study and test, then the same value appeared both times.

Some preliminary results from this study are presented in Fig. 4-16.
The graph gives the proportion of items correctly recalled, averaged over
all test lags. as a function of the presentation schedule and reward value.
The mean latencies of correct and error responses are also shown. As in
Gibson's experiment, there was very little difference between the 11- and
22-point items, so these have been grouped together as low-value items.
The two points on the left of the graph are for the conditions in which the
subject was informed during study that he was being shown a high (i.e., 99)
point item. One of the observations (HH) shows the results when the
reward information was also presented at test, the other (H-) when it was
not. Similarly, the three middle points (-H, — —, -L) are associated with
conditions in which no reward was presented at the time of study, while
the two right-most points (L-, LL) give results for items studied with a
low-point value (11 or 22). Although all test lags have been combined in
this figure, the general form of the results appears to be the same at both
short and long lags.

The major effects in Fig. 16 are due to the reward values displayed
during study. Items that were assigned 99 points at study had a higher
probability of being recalled than items for which no reward value was
assigned. These items were, in turn; better remembered than the low-point
items, The explanation that we offered for Gibson’s data in the previous
section is consistent with these findings if items with an unspecified reward
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FIGURE 4-16. Probability of a correct response and latency of cor-
recl and error responses as a function of reward information given at
study and test. The first letter in the condition Iabel designates reward at
study, the second designates reward at test; H indicates 99-point reward,
L indicates 11- or 22-point reward, — indicates that no reward informa-
tion was given,

are assumed to receive a level of study intermediatc between that given
to high- and low-point items. .

In the introduction, two ways were mentioned by which reinforcement
could aid retricval. The first of these supgested that the reward valuc asso-
ciated with an item might act as a cuc to {acilitate the retrieval of informa-
tion from LTS. These preliminary data provide little support for this
hypothesis, for there is no indication that items for which the reward value
was presented on both study and test arc better recovered than those that
received reward only at the time of study. This result indicates that in this
experiment the reward had negligible cue value. The second potential
effect of reward on retrieval receives more support; namely, that a subject
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would be willing to spend morc time in attempting to retrieve items that
had been assigned a high valuc than items that had been assigned low
values. This effect is quite clearly shown in the latency of incorrect re-
sponses, particularly for the conditions in which the reward value had not
been identified during study (i.c., conditions -H, — —, and -L ). The latency
of errors shows the same effect for the two conditions wherc point values
werc presented during study, although not to as marked an cxtent, Curi-
ously, this effect is totally lacking in both the {atency and probability of a
correct response. These results suggest that cither the subject was able to
retrieve an item without much difficulty (with a latency of about three
seconds), or else no recovery was possible. When an item could not be
recovered, the additional search time spent on items with large reward
values was not of much help. There was no limit on the timc that was
available to make a response, so the failure to retrieve cannot be attrib-
uted to a premature termination of the trial.

Thesc results must be regarded with some caution. The amount of data
represented is not great, and it is likely that the specific characteristics of
the task are not optimum for demonstrating retrieval effects, The fixed-
number procedure that was used is one which almost invariably leads the
subject to set up a rehearsal bufler. Indeed, several of the subjects reported
being able to successfully set up a nine-item buffer by visualizing the re-
sponses arrayed in a 3 X 3 matrix! The process of retrieving items from
the bufler is a fairly simple one and invariably will lead to a correct re-
sponse. Items that are recovered in this manner will not contribute to any
effects of reinforcement on the recovery of the item. We would expect that
more substantial effects will be observed in a task in which the subject is
forced to put greater reliance on LTS. Nevertheless. an effect of reinforce-
ment on retrieval time was clearly evident in this study, showing, as ex-
pected, an incentive effect. This effect would not be predicted from a
theory that assigned to reinforcement only the role of strengthening con-
nections; it is, however, consistent with the view that reinforcement acts
to direct attention and to control information flow.1*

Conclusion

In this paper we have attempted to present a theoretical framework
within which to view the phenomena of reinforcement. Basically, the

18A, replication of this experiment (Loftus and Wickens, 1970), using a slightly.
modified procedure, demonstrated effects of study and test cueing of incentive on
both the probability of a correct response and on response latency. These results
are in agreement with the analysis presented here.
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framework involves an account of learning and attention in terms of the
storage of information in memory and its subsequent retricval. Reinforce-
ment is the modulation of this information flow .as it influcnces both
storage and retrieval processes. It is our belief that a given reinforcing
operation can-have many-different and often scemingly contradictory
effects depending on the particular study and test procedures that are used.
In order to illustrate some of these effects, the theory was applied to results
from several different experimental paradigms. These applications, we
hope, have demonstrated the general principles by which the transfer of
information in memory is controlled and shaped by reinforcement.

It is unfortunate that our discussion of reinforcement cannot be
summed up in the form of a set of simple statements. Statemcnts of this
type, such as that of the law of cffect, do not provide a consistent and
unambiguous explanation of the range of reinforcement phenomena that
have been observed. If the effects of reinforcement are analyzed in the
context of an information-processing theory of the type outlined in this
paper, we believe that they will appear relatively orderly and consistent.
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4 Some Remarks on a Theory of Memory!
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A system of human memory is described in terms of theoretical constructs
involving information representation, storage, and retrieval. The system
reflects a synthesis of ideas regarding some controversial issues in the
analysis of memory. Information in memory is processed in several
different “‘stores’’, each with different storage and retrieval characteristics;
within these stores information can be coded in a number of alternative
forms. Control processes act to regulate coding and information transfer
s0 that optimally the system performs its activities in the most efficient
way in a given task context. The system is intended to support a broad
range of cognitive functions, from simple perceptual and memory tasks to
complex activities like language understanding.

1. Introduction

This paper is an attempt to integrate several theoretical constructs about
memory, We have considered certain ideas that seem central to current
research in memory and have tried to determine their relation to one
another by placing them within the theoretical description of a memory
system. This is not a review paper and no attempt will be made to trace
the development of these ideas in the literature; we refer only to research
that seems particularly important for understanding the constructs of the
memory system. A more complete consideration of several of the ideas to
be discussed here is presented in an earlier paper {Atkinson, Herrmann,
and Wescourt, 1974). The memory system to be described is extremely
gencral. The intent is that it be capable of supporting a broad range of
cognitive activities, from perception to language comprehension, that, in

I'This research was supported by grants from the National Institute of Mental Health
(MH 21747) and the National Science Foundation (NSFGJ]-443X3). During the period
that this paper was written, the second author was a National Science Foundation
Graduate Fellow, ‘The authors wish to express their gratitude to Paul Matthews, Richard
Mohs, Edward Shoben, and Robert Sternberg for their comments on an early draft of
the paper.
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common, depend on the utilization of stored information. No one of thesc
activities requires the full complexity of the system for its theoretical
analysis; the complexity exists because of our desire to endow-the system
with a capability to serve as an analytic tool for a widc range of experi-
mental work.

The central theorctical clements of the system have appeared in other
theories, The most basic construct in the system is the feature. Features
are values on dimensions in terms of which information can be represented.
Ordered scts of features comprisc information codes. A code is an internal
representation that defines a unit of expericnee—most simply an object in
the system’s environment. Codes arc linked (connccted, associated) to-
gether to from memory structures. "'hese structures “represent”” knowledge
and events within the system. Codes and structures are stored in the
different memory stores of the system. These stores are characterized by
their internal structures and by the storage and retrieval processes that
are used to manipulate information. The system also has control processes
that regulate the represcntation, storage, and rctrieval processes with
respect to the context of the system's activitics. Control processes act to
develop cfficient strategies for performing tasks under changing conditions.
As thesc concepts are developed in the paper, mention will be made of how
they represent a synthesis of views on certainissues: “boxes-in-the-head™ v.
levels-of-processing models of memory, single- v. multi-copy representa-
tion of information, and “distance” (structural) v. “process” (association-
ist) notions of information relatedness.

Our description of the systém will be general and almost schematic in
places. Certain aspects of the system intersect with more general issues:
what is the nature of features; how does pattern recognition occur; how are
inferences made from stored information? While we have ideas about these
problems, they are beyond the scope of this chapter; our purpose here is to
describe how certain constructs can be interrelated, and not to speculate
about particular implementations of these constructs. Further, this chapter
reflects no strong convictions that the ideas presented are the “correct”
oncs. Our motivation stems from a belicf that there is valuc in theorizing
about memory outside the context of particular tasks. 'This chapter
attempts to integrate principles that have proved successful in one domain
into a vocabulary of theorctical constructs that may be applicd to other
domains, Hopefully, the memory system we describe will prove to be a
uscful tool for thinking about a broad range of memory phenomena; but,
we do not view it as a replaccment for the type of carcful, formal
theorizing that characterizes rescarch on some well-defined problem.

The discussion begins by describing the structuralaspects of the memory
system. These have been developed in detail clsewhere {(Atkinson and
Shiffrin, 1968, 1971} and the present account will be bricf. T'he major
part of the discussion, then, considers the representation of information

178



as codes, the organization of codes into memory structures, and the nature of
the processes involved in the manipulation of information within memory.

I1. Structural Aspects of the Memory System

The three main divisions of memory are the sensory register (SR),
short-term store (S'I'S) and lung-term store (L/'1'S). Information enters the
system via its receptors and is transmitted to the SR in a relatively un-
_processed form. "I'he mosaic of sensory information in the SR is subject
to pattern recognition processes that extract features and synthesize them
to form coedes. "I'he information in the SR is lost rapidly cither by decay
or by being ‘“written over” by nesw input, The 8TS is a working memory
of limited capacity. Information is copied into ST'S cither {rom the output
of the pattein recognition processes or from L'U'S. Information is lost
from S'T'S unless maintained by particular control processes like rehearsal
or imagery. 'The contents of ST'5 may be thought of as a person’s “current
state of conscivusness”. Information in S1'S is immediately available to
the system’s processes without the need for a directed search; later the
notion of a directed scarch will be developed with regard to its role in L'TS.

The LIS is a large and essentially permanent memory bank. The
memory structurces stored there are normally never lost from the system, -
but the cffectiveness of search and retrieval processes deteninines their
availability for further use. These processes involve algorithms for con-
tent-addressable or heuristic scarch necessary for the practical operation
of a large memory. Such algorithms are sensitive to changes in the con-
tents of the store and so the storage of new information can affect the
accessibility of old information (Newell and Simon, 1972).

‘Most activitics of the memory system require many information trans-
formations and transfers between the different memory stores. The
activation of the SR, STS, and LTS need not occur sequentially during
these operations. Instead, the different stores may be active concurrently
during the processmg required by some task, There is evidence, for
example, that in certain recognition tasks STS and LTS are searched
simultancously for information nceded to make a decision (Wescourt
and Atkinson, 1973; Mohs, Weéscourt, and Atkinson, 1973). Also, the
different stores may be engaged in different tasks at the same time; con-
sider the experience of driving a car over a familiar route while engrossed
in other thoughts and subsequently realizing that all the turns and stops
were made ‘‘unconsciously”. It seems that the SR and LTS can be
involved in driving the car, while at the same time STS and L'TS can be
active in other processes.

Although the SR, STS, and LTS have been referred to as *“structural”
elements of the memory system, they need not correspond to different
ncurological systems. Rather, the different memory stores may represent
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different phases of activation of a single neurological system. The notion
of ‘degrees of activation is also consistent with theories of memory that
account for certain results in terms of “levcls~of-processing” (Craik and
Lockhart, 1972; Restle, 1974), rather than in terms of different stores.
From a levels-of-processing viewpoint, information entering memory
is subject to a continuous process of organization and integration with
other information; retention depends upon the degree of .processing such
that new sensory information is available only briefly, whereas highly
processed information (e.g., at a semantic level of representation) is
available for-long durations. By itself, the idea of levels-of-processing:
(that information can be processed into different types of internal codes)
is attractive because it can account for a large range of results from recog-
nition tasks (e.g., Posncr, 1969).

However, the assumption that there is a strict correspondence between
coding level and availability of information in memory seems unwarranted
(Posner and Warren, 1972)—as are assumptions that restrict particular
coding levels to particular memory stores in a system like the one described
here; for example, supposing that STS can contain only phonemic in-
formation. The present system incorporates both constructs of memory
stores and of levels of coding. Information is represented by diflcrent types
of codes which in some sense correspond to different levels of orgapiza-
tion, and the various types are available for representatlon in both STS and
L'TS. 'The duration of information availability in memory depends
primarily on the storage and retrieval processes that operate within the
different stores, and is not directly determined by the coding format of the
information.

IL. Representations of Information in Memory

Information is represented in the memory system as codes. Each codc’is
an ordered list of featurcs that define an arbitrary unit of experience (an
object, a relation, an abstract concept) on some set -of dimensions. Two,
main classes of codes are distinguished on the basis of the types of featurcs
that comprise them: perceptual codes (p-codes) and conceptual codes (c-
codes) The p-codes are generated from the mosaic of sensory information
in the SR by pattern recognition processes. T'he cffect of these processes
is to “parse” sensory information into units characterized along dimen-
sions which past expericnce and current context indicate as marking im-
portant distinctions. For example, information in the SR produced by the
reception of spoken English contains components that have to do-with
whether the sounds were “voiced” or “unvoiced” and ‘‘aspirated” or
“‘unaspirated”; while the former distinction is important for the correct
perception of some consonant sounds, the latter distinction is not—
English consonants are not distinguished by aspiration. The p-codes
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produced by pattern recognition of spoken English contain only informa-
tion about features like *“voicing’ that make useful distinctions. In general
" then, much of the information in a sensory pattern will not be encoded
in p-codes, and as a result different patterns may be analyzed into the same
p-code. On the other hand, past expericnces and context can atfect pattern
recognition such that a given pattern of sensory information is parsed into
different p-codes; referring to the previous example, a trained linguist,
studying English dialects, would encode aspiration in his perception of
speech.
As another example, consider a printed word. A printed word is an
object distinct from its refercnt, if any. It has size, contours, colour, etc.
A word is also composed of letters which themselves may be taken as
distinct objects. Experimental evidence indicates that words are perceived
differently in different contexts. In a visual search for a particular letter
(Gibson, Tenney, Barron and Zaslow, 1972) each letter of a word seems
to be perceived as a unit (each letter is represented by a p-code). In word
recognition, larger units like spelling patterns (Gibson, 1969) or vocalic
centre groups (Spochr and Smith, 1973) seem to be the perceptual units
(cach unit is represented by a p-code). In reading (Manelis and Atkinson,
- 1974), the words themselves may be the perceptual units {there is a p-code
for each word). In each of these cases, the p-codes, though they preserve
different amounts of sensory information, could still be composed from the
same sct of featurcs, However, it is possible that even the set of features
which comprise codes changes with context; for instance, the features that
characterize music arc probably different from those for specch. That there
are different sets of features even within sensory modalities serves to com-
plicate notions about the organization of LTS and about storage and
retrieval processes that will be described subsequently. For the sake of
clarity in this discussion we assume that there is but a single sect of
perceptual features in each modality; that is, across contexts, a given
sensory pattern may . be pattern recognized into different p-codes, but
the featurcs of these p-codes are values on a single set of perceptual
dimensions.
The p-codes play an important role in the internal representation of
objects and rclations in the environment. However they are not sufficient
“for the operation of human memory. The p-code for an object and the
p-code. of the written or spoken word that denotes an object are quite
different types of information. The p-code of the word “table’ conveys
no information about the characteristics of a table, whercas the p-code(s)
produced while looking at an actual table does represent the table's physical
characteristics. One idea is to say that “table” is a symbol that has as its
meaning the p-codes generated when one looks at, feels, smells, and tastes
a table. However, this formulation is not adequate for defining the meaning
of all words. Consider the word “justice”; it certainly has a meaning
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and yet there is no single object or relation it refers to as in the case of
“table’.

An alternative idea is that there is a higher-order type of code that we
will call a c-code. Let a concept be a collection of memory structures con-.
taining information about a particular object, relation, or ‘another con-
cept; for example, the concept of table is the information stored in memory
from experiences with various tables. T'hen, a c-code is a characterization
of a concept as an ordercd list of conceptual features—it is, in a sense, an
abbreviation of the concept. The system makes sense of the p-codes for
words by retrieving the c-codes of the concepts the words refer to. Qur
intuition is that conceptual features that comprise c-codes indicate the
types of relations a concept characteristically forms with other concepts.
This idea can best be illustrated in terms of a conceptually based language
representation (Fillmore, 1968; Schank, 1972). T'o qualify -as the actor
of some conceptualization, a concept (in our case, its c-code) must have a
feature that marks it as denoting some animate object. Also certain. acts®
may require certain features of their actors, objects and other cases; for
example, the act underlying the verb “to write” has in its representation
that its actor should be “intelligent” and that its instruments must. also
have certain features.

How might memory be structured to allow rapid access to c-codes when
words denoting eoncepts or objects are perceived? The perceptual features
of the p-code produced when a table is seen could be similar to the con-
ceptual features of the c-code of the concept table, but therc could be no
such relation between the c-code and the word “table” since the word is an
arbitrary symbol for the concept. Thus, there must be arbitrary links
between the c-code and the p-codes of its symbols. Such links are defined
in a functional partition of I.'T'S that we call the conceptual store (CS).
Located in the CS are special memory structurcs called nodes. Fach CS
node is a collection of thc alternative p-codcs for the word and object (if
any) that correspond to the c-code that is alsa stored at the node. For
example, the nnde for fable contains the c-code that is an abbreviation of
the concept table and linked to it are the various p-codes that arc produced
when a table is seen, when the printed word “table” is seen, when the
auditory word “table” is heard, etc.?

The CS has the property of being content-addressable on the basis of
features comprising codes; there is an overall structure to the CS such that
each node is stored at a location that has an address determined by all the .
fcatures of all the codes stored there. Given a p-code or c-code, retrieval

24cts are primitive concepts that underlie verbs. Schank (1972) has proposed that all
English verbs map onto about 15 such acts.

3This means that p-codes for homographs and homophones are stored at more than
one CS node with different c-codes. Also, p-codes of synonyms are represented at
different nodes that contain identical c-codes.
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of the node containing it is a process of gencrating an address from the
code. "This storage and retrieval scheme has the property of allowing
rapid access to an abbreviated coding of the concept symbolized by a word,
as well as to alternative p-codes.

"The CS and c-code are useful constructs for explaining certain memory
phenomena. First, the CS may be taken as a major locus for many types of
“familiarity” effects observed in memory experiments. These cffects are
typified by subjects being able to make relatively rapid and preconscious
rv;(,ognition judgments. These judgments seem to reflect the existence of a

“strength™ value associated with each to-be-remembered item that is
practically independent of how the items were learned (Atkinson and
Juola, 1974): Many of the familiarity effects in memory experiments may
reflect the activity of CS nodes. Whenever an item is perceived, the p-code
leads to location of the CS node that contains it, The activity or "strmgth”
of that node is then evaluated. The assumption is that accessing a node
(regardless of context) temporarily raises its activity, relative to some base-
line value. Very high or very low activity is evidence that the item repre-
sented at a node was or was not perceived recently, perhaps during study
of a list of to-be-remembered items, At least two findings indicate that CS
nodes are a locus of familiarity effects. First, the effects are independent of
the modality in which the items are presented (Juola, 1973). Second, the
effects are sensitive to perception of items outside the specific task con-
text; specifically, the inclusion of certain words in the instructions to the
subject can affect performance if thesc words are then used during the
experiment as distractor items (Atkinson, Herrmann, and Wescourt, 1974).

The notion of c-codes composed of conceptual features is also consistent
with data and models of semantic decision time (Rips, Shoben, and Smith,
1973). In tasks where subjects verify the truth value of predictions like
““A canary is a bird” or “A canary has wings,’.’ decision time varies with
normative judgments of the “typicality” or “relatedness” of the subjc
and predicate: for true statements times become faster with increasing
relatedness, whereas for false statements the inverse relation holds. This
result is difficult to account for with a semantic memory model.that verifies
statements by scarching through a network representation of the concepts
involved (e.g., Collins and Quillian, 1969). An alternative model (Rips
et al.,, 1973) proposes that predications are verified by comparing the
featurc.s of the subject and predicate, If relatively many features match or
mismatch, then a rapid true or false response can be made with reasonable
accuracy. If, however, there is some intermediate degree of similarity,
further information about the concepts involved must be considered in
order to make a decision. In applying the present system to this model, the
features used in the initial comparison are-those of c-codes retrieved from
the CS when the predication is prescnted

The CS is also a useful construct in thinking about human language
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understanding. Memory plays a central role in understanding, and a
striking aspect of the process is its high speed. During at least the mmal
stages, which involve parsing the input, thereisrapid access tothe “meaning”
of linguistic symbols. In terms of the constructs developed here, parsing
involves using p-codes produced from the input stream to locate CS nodes
and in turn retrieve the c-codes. The features of the c-codes suggest the
oonceptual relations that exist between the concepts symbollzed in the
mput This provides a basis for building an internal meaning representa-
tion that is then elaborated by reference to particular events and know-
ledge stored in memory.

There can be little doubt that coding is an important construct in under-
standing memory (cf., Melton and Martin, 1972). We have suggested a
scheme for the generation and organization of alternative coding forms in
the memory system. This scheme seems reasonable both in terms of ex»
perimental results and logical considerations of how the system operates.
In the next section we will present some idcas about the use of codes to
represent knowledge and events in memory and about the relation of the
memory processes themselves to the other aspects of the system.

IV. Structure of Knowledge and Events in Memory

New information is stored in memory by linking together copies of
codes that represent physical or conceptual events to form memory struc-
tures.d Memory structures are first built in STS and are then copicd into
1.TS. Memory‘ structures (as distinct from nodes) are stored in a func-
tional partition of LTS called the event-knowledge store (EKS). The EKS
is distinguistied from the CS in two main ways. First, memory structures
in EKS represent a wide range of relationships between different code
types, as compared to CS nodes. A CS node represents a simple linking
of the abbreviated meaning of a concept to the alternative internal codings
produced by perception of physical symbols or exemplars of that concept.
An EKS memory structure, on the other hand, may have many internal
organizations that reflect the relations between physical referents and/or
abstract concepts in events and knowledge.®

The second distinction between EKS and CS involves storage, search

4A conceptual event is a conscious thought; for example, retrieval of a memory structure .
from LTS into STS.

5An event involves a particular set of referents in a pnrtlcular spatlo-tempoml con text.
Knowledge represents relations between concepts that involve information abstracted -
from a number of events. For example, “'John's dog bit Mary” is a statement gencrated
from the representation of a particular event, whereas “Dogs can bite' is generated from
knowledge abstracted from a number of events involving dogs. This latter type of memory -
has been called semantic memory {Tulving, 1972) and has been viewed as a partition of
1.T'S distinct from episedic (event) memory.



and retrieval processes. A CS node is content-addressable through the
features of any of the codes it contains. This type of storage organization
is possible because of the restricted format of CS nodes; they contain only a
single c-code¢ and a p-code for each feature set, and therefore a node can
have but a single value on any feature dimension. In contrast, EKS memory
structures are composed of any number and variety of c-codes and p-codes.
However, scarch through EKS is also directed; otherwise, search for a
particular memory structure would be too time-consuming for the system
to function. What we suggest is that only some of the features of some of
the codes in a memory structure are used to determine the storage location
of that structure, For example, a phone number may be stored on the
basis of features of its owner’s name and not on the basis of the number
itself or the coritext in which it was learned. Alternatively, a-structure
might be stored on the basis of features of the context in which it was
built and yet this context information may not be included in the actual
memory structure. Consider a hypothetical example where a person is
unable to retrieve an historical fact until he is cued with the information
that his sixth grade teacher once made him stay after school for failing to
answer the same question. Given this type of storage and retrieval, it
follows that there are processes active at storage and search which select
a subset of features to use in generating an EKS address. Further, the
successful retrieval of a particular memory structure depends on whether
the features sclected at retrieval are the same as those selected at initial
storage of the structure. Therefore, factors that encourage this con-
sistency, for example, the availability of “‘retrieval cues” (cf., Tulving and
Thomson, 1971), will aid retention and vice-versa.

"The internal structure of EKS is similar to that of the CS; locations in
the store are organized and addressable in terms of dimensions that repre-
sent the range of feature values of both p-codes and-c-codes. On the
average then, memory structures representing similar information tend to
be stored at locations with similar addresses. The internal organization of
CS and EKS is to be distinguished from the organization within memory
structures. These two types of organization correspond to two different
ways that information may be scaled as “related”: cither by being stored at
locations with similar addresses (being stored “close together) or by
being linked within a memory structure that is stored at a slngle
location.

The organization of codes within a memory structure reflects the rela-
tions that existed between the units of experience of some event, or the
relations between concepts in the encoding of abstract knowledge. The
possible types of organization are perceptual and conceptual. By per-
ceptual organization we mean' that the codes representing an experience
are linked by perceptible (spatio-temporal) relations (e.g., b is x units to the
left of ¢; or, d i3 y units more intense than &). Such organization is most
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useful for encoding details of visual scenes or sound sequences.® Con-
ceptual organization links codes by conceptual relations. The idea of a
conceptual representation has had extensive development in recent
theorics of language and memory {Anderson and Bower, 1973; Rumelhart,
Lindsay, and Norman, 1972; Schank, 1972). Conceptual representation
links units of expericnce and concepts with a restricted set of dependencies,
cases, and causal rclations (cf., Schank, 1972). One way of representing
conceptual organization in memory is to link concepts and internal repre-
scntations of particular physical referents into labelled associative networks.
(A labelled association between two internal codes is a relation betwcen
them.) The system described here allows only simple (unlabelled) links
between codes, and represents relations themselves as codes; that is, the
relation “x is the subject of act y,” is reprcsented by linking the code for
¥ to a code for “subject of” to a code for y. Features of the codes for
relations serve to indicate the codes in the structure that are linked by that
relation. Ho“cver, therc must still be a relatively fixed ordering of the
codes so that the “meaning” stored in the structure can be interpreted by
following links between adjacent codes (i.e., the structure would be inter-
preted incorrectly if codes were examined in the wrong order). Thercfore,
while the codes within a memory structure may assume various conceptual
organizations, the actual links between codes are undifferentiated and
-connect them to form a lincar array.

A majar rationale for suggesting that all memory structures are lincar
arrays of codes reflects the representation of processes in the memory
system. Inour view, the processes that manipulate information in memory—
inference, decision, abstraction, generalization, rchearsal, imagery, pattern
recognition—are themselves stored in L'I'S and in the same format as the
“data” they opcrate on (Rumclhart, Lindsay, and Norman, 1972). These
processes arc considered as “programs’ stored in EKS with codes as
individual “instructions”. These particular codes may represent a set
of mental actions that underlie events and linguistic statements involving
the communication of information.” Ior example, the concept of “com-
parison” can be.described as the transfer of codes into ST'S followed by a
feature matching operation This mecaning of comparison is stored in a
memory structure(s) in EKS and may be entered as a procedure to com-
pare two arrays of information stored elsewhere in memory. Alternatively,

8Note that either p-codes or c-codes representing units of experience may be organized
perceptually. The organization of the structure must initially develop from p-codes, but
before storage in EKS the corresponding c-code can be retrieved from CS and substituted
into the structure. It is alse the case that stored information cun be similarly recoded when
retrieved from EKS into STS. However, such recodings probably will not be the same
as oncs generated at the time of storage, since the contextusl information that influenced
generation of the-original p-codes will be different.

7See Schank, Goldman, Rieger, and Riesbeck (1972) for the description of such a set of
mental actions.
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this structure can be used as data for some other process as it was above
when we gave its “definition.” Tlow the stored information is used de-
pends upon the control process that accesses it.2 Further, since the pro-
cesses are stored in memory, they can be accessed by other processes and
modified so that they will operate differently the next time they are used as
a procedure, This approach, though relatively uncxplored, seems to be a
powerful way to think about the development and change of task strategies.
It also provides a mechanism for the ontological development of complex
cognitive functions. The linear linking of codes within memory structures
is reasonable if the structures are accessed as procedures that are executed
to achieve some processing function. From a formal viewpoint, this type
of internal organization is equivalent to a labelled associative network for
the representation of events and knowledge.

Several additional remarks need to be made about EKS. Each memory
structure in EKS is a discrete entity stored at an addressable location. The
amount of information stored in any one structure depends upon the
control processes that operate at storage, and perhaps by the limited
capacity of S'T'S since new structures are built there and then copied into
EKS. Particular codes are stored in many different memory structures.
In addition, the same event or knowledge may be represented in more
than one memory structurc and with alternative forms of codes, thus
increasing the likelihood that the event or knowledge can be retrieved.
I’he modification of information already in EKS involves copying old
structures into S'I'S, changing them, and then recopying the new structure
into a location in EKS; the old structures are not crased from the system.
This view of LTS contrasts with theories that suppose that each unit of
experience or concept is represented by a single node in memory, and that
events and knowledge are recorded by linking these nodes with relational
associations (Anderson and Bower, 1973). In the present system, such
organizations exist within each memory structure, but no links exist
between these structures. To retrieve a structure, the address of its storage
location must be generated. The individual cedes within the structure are
then available by a scarch along the links between them,

V. Concluding Remarks

‘We have presented a view of how different theoretical constructs, each
developed from a consideration of some aspect of memory, can be inte-
grated into a system that, in principle, is capable of accounting for a
broad range of cognitive activities. The constructs of the system are in

3T he control processes are themselves stored in EI(S.. The aperation of memory there-
fore involves processes that invoke processes that invoke other processes, etc, Complex
processes like language understanding may therefore be a hierarchical organization of more
basic processes.
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accord with both data and logical considerations of how memory must
opcrate. The work of Sperling (1960) in vision and Massaro (1972) in
audition agree with the notions of a SR and pre-perceptual representation.
"I'he idea of alternative internal codes is central to the explanation of studics
of same-different recognition {Posner, 1969). T'he CS and c-codes reflect
studies of recognition memory {Atkinson, Herrmann, and Wescourt,
1974), semantic decision time (Rips, Shoben, and Smith, 1973), and the
requirements of a language understanding system that must have rapid
access to the information needed to parse input (Schank, 1972). Other
constructs (for example, those involving' content-addressable storage and
the representation of processes) reflect the influence of restarch in com-
puter science and artificial intelligence.

One may ask what useful purpose such a gencral conception of memory
serves, cspecially since no effort has been made to implement the system as
a whole and investigate its operation aover a range of tasks. This would
constitute a basis for criticism if our goal were to offer a finished and
testable theory of memory. However, our purpose here is more modest.
We fecl that the description of the memory system serves to. introduce a
language that is generally useful for thinking about memory. The memory
system reflects that perception, simple retention, and complex cogrative
activitics all require the representation, storage and retrieval of informa-
tion and it constitutes a way of talking about them in terms of these com-
monalitics. T'hus, it provides a means for thinking about different prob-
lems with a single vocabulary.

What we have presented then is not a theory of memory, but instead a
language for formulating specific modecls of memory. While our own’
research has led us to test several models that scem well stated in this
language {Atkinson, Herrmann, and Wescourt, 1974), the system might
cqually ‘well be used to represent other models that lead to somewhat
different predictions.
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SEARCH PROCESSES
IN RECOGNITION MEMORY!

Richard C. Atkinson, Douglas J. Herrmann, and Keith T. Wescourt
Stanford University

INTRODUCTION

This paper is concerned with a theoretical account of some phenomena in the
field of recognition memory. Many tasks have been used io study the recognition
process (for a review see McCormack, 1972, and Kintsch, 1970), but we will
focus on a particular procedure that-has been extensively investigated in recent
years. This task; introduced by Sternberg (1966} and often referred to as ‘‘mem-
ory scanning,”” involves a series of discrete trials, On each trial a test stimulus is
presented, and the subject is required to decide whether or not the stimulus is a
member of a previously defined target set. The subject is instructed to make a
positive (**yes'") response if the test stimutus is-from the target set, and a negative
(**no’") response otherwise. The target sets in the experiments to be discussed
-range in size from just a few to as many as 60 items (usually ‘words). When the
set is large, subjects are asked to memorize it prior to the sequence of test trials;
when the set is relatively small, it is presented at the start of cach trial and
followed shortly thereafter by the test stimulus. Under either condition errors are
infrequent and the principal data are reaction times (RT).

In this paper we examine a series of experiments on memory scanning in terms
of an extremely simple set of models that are all variants of one basic model. The
models incorporate only those assumptions necessary for treatment of the phe-

"This research was supported by grants from the National Institute of Mental Heaith (MH21747)
and the National Science Foundation (NSFGJ-443X3). The second author was on a Research Train-

ing Fellowship from the Social Science Research Conncil during the period this paper was written,
and the third author 'was on a National Science Foundation Graduate Fellowship.
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nomena under analysis. It should be noted, however. that the madels can be
regarded as special cases of a more general theory of memory (Atkinson &
Shiffrin. 1968, 1971; Atkinson & Wickens, 1971; Atkinson & Juola, 1973,
1974). Thus, their evaluation has implications not only for the experiments
examined here, but for the theory of which they are special cases. Before dis-
cussing specific studies, it will be useful to provide a brief overview of the theory.

Elements of the Memory System

The elements of the memory system are diagrammed in Fig. 1. The system is
divided into a memory storage network and control processes. The sensory
register (SR}, short-term store (STS), and long-term store (LTS) comprise the
memory storage network. Information from the environment enters the system
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MEMORY ‘SYSTEM

Fic. 1. A block diagram of the memory system. Solid lines indicate paths of information transfer.
Dashed lines indicate connections that permit comparison of information arrays residing in different
parts of the system; they alse indicate paths along which control signals may be sent which modulate
information Iransfer, activate rehearsal mechanisms, set decision criteria, alter biases of sensory
channels, initiate the Tesponse generator, elc.
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through the SR and is retained there briefly while pattern recognition is initiated.
The STS'is a working memory of limited capacity from which information de-

- cays fairly rapidly unless maintained by control processes such as rehearsal or
imagery; the contents may be thought of as the *‘current state of consciousness™
for the subject. The LTS is a large and essentially permanent memory bank.
Information stored there is normally never lost, but the effectiveness of retrieval
processes determines its availability for further use. Although the different
components of the memory storage network are represented as separate boxes in
the figure, these need not correspond to different neurological systems; rather,
the different components of the system may simply represent different phases of
activation of a single neurological syStem. The control processes regulate the flow
of information between components of the network and the application of particular
storage and retrieval processes within components. Control processes are adaptive
with regard to the environment and demands of a task, and are in part under the
conscious control of the subject. They include selective attention, rehearsal, cheice
of retrieval cues, and all types of decision strategies.

Representation of Information Within the System

Information enters the system from the environment at the SR. This informa-
tion, if attended to,. is processed by pattern-recognition routings. The function of
these routines is to transform various exemplars of the **same’" stimulus into a
unitary representatién within the particular physical modality (e.g., auditory or
visual) of the input. We will refer to these representations of a stimulus as its
perceptual code. A perceptual code is spe(:Ified in terms of a set of primitive
features and does not convey information about the referents or meanings of the
stimulus. The code may be thought of as an ordered list of features sufficient to
locate the stimulus.in an n-dimensional space; the dimensions of the space repre-
sent the ranges: of values of an orthogonal set of perceptual features.

We are not concerned in this paper with variability in the pattern recognition
process that generates a perceptual code, because the tasks considered here do not

- involve perceptually ambiguous stimuli. In other situations, however, where stim-
uli are perceptually ambiguous, variability of the perceptual codes output by the
patlern-recogrition process may be a significant determiner of subsequent process-
ing. In such cases, prior context may affect pattern recognition: Information al-
ready in the system creates expectations about information about to enter. These
expectations are realized by feedback processes that change parameter values
within the pattern-recognition process. Thus, a particular sensory pattern may
result in different perceptual codes entering the system as context is varied; for
example, an “‘ill-formed’’ stimulus being seen as the number ** 13" or the letter
*B” {Bruner & Minturn, .1955). The experiments reported in this paper involve
presenting subjects with words in a consistent context and in a consistent typeface;
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thus our analyses will tend to ignore the variability that is possible in initial stages
of perceptual processing.?

Perceptual codes represent stimuli along perceptual dimensions. It is the case,
however, that stimuli may convey information at a second level. This is particu-
larly evident for words; they have assigried meanings with little or no dependence
on their physical form. Stimuli are therefore represented within the memory sys-
tem in a second form; we wiil call these representations conceptual codes. As in
the case of perceptual codes, a conceptual code may be thought of as an ordered
list of features specifying a point in an n’-dimensional space, where the dimen-
sions of the space correspond to some set of primitive conceptual features (Fillen-
baum & Rapoport, 1971). The conceptual code for a word does not represent its
definition or full meaning. Rather, a distinction may be made between the de-
fining and characteristic features of meaning (Lakoff, 1972; Rips. Shoben, &
Smith, 1973). In this. view, conceptual codes primarily represent a subset of the
characteristic features of meaning. Such features indicate the classes of concep-
tual relations that may be entered by the concept representing a word. Reference
to the conceptual dependency theory of language understanding developed by
Schank (1972) can make this more substantive. Consider the conceptual code for
some verb. It indicates the class of ACTs (primitive actions) that the verb maps
into, the classes of *‘picture-producers’” (concrete nouns) that form conceptual
dependencies with the verb, and perhaps those aspects of the verb’s meaning
that differentiate it from other verbs mapping into the same ACT class.

Conceptual codes available to the memory system are permanently stored and
organized within a functional partition of LTS that will be referred to as the con-
ceptual store (CS). Each conceptual code and the array of perceptual codes
linked to it form what will be called a CS-node. Thus, the sight of an actual dog,
the auditory perception of the spoken word, the display of the printed word, etc.,
each has a perceptual code; thie linking of these perceptuat codes to a single con-
ceptual code form a CS-node. It is the case that synonymous stimuli will have
their various perceptual codes linked to a single conceptual code, and homographic
or homophonic stimuli will result in identical perceptual codes being linked to dif-
ferent conceptual codes.

Perceptual and conceptual codes-are the basic elemeats of memory structiires
stored within a second partition of LTS that we call the event-knowledge store
(EKS). Events and episodes are recorded in EKS by linking together copies of
codes or parts of codes that correspond to the patterns of stimuli entering the
system from the environment. The EKS may be represented as an n”-dimensional
space, where the dimensions are all those that characterize perceptual and con-

Aithough we develop the memory system here on 'the basis of tasks involving words as stimuli,
analogous processes are assumed to operate in the coding of visual scenes and nonverbal auditory
stimuli. The sensory patterns produced by such stimuli are analyzed by the patiern recognition pro-
cess and the resultant perceptual codes are then available for further processing. Just as for words,
these codes characterize nonverbal stimuli as lists of primitive physical features.
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ceptual codes and also include other dimensions {(i.e., n" > n + n’). These
other dimensions correspond to the temporal and spatial features between stimuli
that .underlie events and also to features (such as ‘‘superset,”’ ‘‘subset,”” and
**has-as-pari’*) that relate concepts to other concepts. Each meémory structure is
stored at a point in the EKS space. The position of this point in the n”-dimensional
space may be a function of a subset of the features within the-memory structure,
but may also reflect features of codes processed at the time the structure was
formed but not included in the structure. In this sense, the location of a memory
structure in EKS is less determmed by its contents than is the location of a node
in the CS.

We wish to emphasize that the CS and EXS are not assumed 1o be independent
structures. It seems intuitive that stfuctures in CS evolve over a period of time as
a result of repeated experience with some stimulus in a number of different epi-
sodes: Thesegpisédes provide a basis for inferring that a particular stimulus enters
only particular classes of conceptual relations. For example, a bird tends to be an
actor for only certain types of acts, and similarly, an act such as eating tends to
have a restricted class of* objects—namely, those that are ‘‘edible.”” Such
generalizations develop with experience and -are represented in the conceptual
code that is linked to particular perceptual codes. Obviously, the perceptual code
generated by the presentation of a novel stimulus, such as “durp,”” will.not be
located at any existing node in CS. However, if **durp' d were to become the name
of a new soft drink, a CS node for it would eventually be formed. The conceptual
code at this node would be a-list of features such as *‘liquid,’* *‘non-acting-
picture-producer,’’ ‘‘object-of-INGEST-ACT,” etc. (These and any other
**features’’ used in this paper are not intended as actual primitives but are used
for iltustrative purposes only.) :

We next consider the processes by which information in LTS is retrieved. The
organization of CS in terms of feature dimensions provides a basis for a content-
addressable retrieval process (Shiffrin & Atkinson,- 1969) Thus, the retrieval of
information from'CS can be quite rapid, requiring no **conscious’’ search. Once
a CS node is located, all the codes stored there become available, to the system.
Difficulties may occur in this process only if perceptual input is *‘noisy,”” or if the
perceptual code is stored at more than one CS node. In the former case, the per-
ceptual code may be incomplete, requiring an examination of several nodes (pos-
sibly leading to errors based on physical similarity). In the latter case, only one
of the nodes may be the *‘comrect’’ one, in which case conceptual features of the
context may serve to locate the appropriate node. The utilization of context in
searching CS is obvious when we consider that homophonic and homographic
words are seldom recognized as ambiguous in context. Puns and many jokes have
-their effect because they create a context that deliberately locates two senses for
an ambiguous word.

The location of a memory structure in EKS is also a directed search process, but
it is not strictly content-addressable like the CS séarch process. Since the original
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placement of 2 memory structure may reflect only partially the features of its .
member codes, it will often be the case that several memory structures in EKS
will.need to be examined. The initial avenues of entry into EKS will be deter-
mined by the features of the retrieval context (Tulving & Thomson, 1973). Subse-
quent search may be directed by features of codes retrieved from other mgmory
structures. Such a search will be relatively slow and will often become **con-

scious'® as memory structures are examined and further dimensions of search are
selected.

Application to Memory Scanning

The distinctions made here between perceptual codes, conceptual codes, CS
nedes, and memory structures in EKS are not arbitrary. Rather, they reflect the-
subject’s ability to process information at different levels of complexity (Craik &

-Lockhart, 1972). Two exemplars of a word, one-in capitals and the other in lower
case, may be judged *‘different” or ‘‘same*’ depending on whether the decision
criteria involve physical or semantic simifarity; in the former case, a comparison
between two perceptual codes is the basis of the decision, whereas, in the latter
case, two different perceptual codes associated with the same CS node lead to the
judgment that the words mean the same. A somewhat analogous same-different
decision is made in EKS if a subject must judge whether or not a given pair of test
words are both members of a previously memorized list. In this case, a match must
be sought between the codes for the two test words and the codes in the EKS struc-
ture associated with the memorized list. o

In subsequent sections of this paper, we consider a series of memory-scanning
experiments and analyze them in terms of models derived from the theory out-
lined above. To intioduce these analyses, it will be helpful to provide a brief over-
-view of how the theory is to be applied. We consider first the case where the 1arget
set is very large and stored in long-term memory, and then the case where the
target set involves only a few items and is in short-term memory.

In the long-term case, the list of target words must be memorized prior-to the
sequence of test trials. As the subject attends to each word during learning, a
perceptual code is produced by the pattern-recognition process. That code is then
mapped onto the appropriate CS node. At that time, alternative percepiual codes
and/or the conceptual code may be copied into STS. Because STS has limited
capacity, the addition of new codes as more words are studied results in the loss
of codes already in STS. We suppose that control processes act to organize the
words on the target list, that is, the subject attempts to maintain in STS codes
that are similar along some dimensions. This array of codes is then copiéd intoa

- memory structure in EKS. The location.of this structure can be thought of as a
point in EKS defined by values on each of the dimensions of EKS; of course, for
‘any particular structure many dimensions may not be spetified. The values that
define the point will be those that are common to codes in the memory structure;
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they will also be determined by the context in which the list is learned (psychol-
ogy experiment, etc.) and temporal factors. For simplicity, we usually assume
that the entire target list is represented by a single memory structure located at a
particular point in EKS. Obviously, this need not always be the case. There may
be situations where a trade-off exists between one large structure and several
smaller ones that are dispersed. In an experiment to be considered later (involving
categorized memory lists) a single memory structure is formed for thie entire list
plus separate structures for each category sublist.

" Once the memory structure for the list has been formed in EKS, the test phase
of the experiment can begin. The subject’s task is to compare a coded representa-
tion of the test stimulus against the codes in the memory structure, to determine if
the probe is a target or a distractor. In our experiments the subject has no difficulty
in locating the memory structure in EKS; this is evident by the fact that he can-
recall the list with no difficulty at’any time during the experiment. Thus, we
assume that contextual and temporal cues permit the search process to locate the
memory-list structure rapidly and with little variability.

When a test word is presented, initial processing generates a perceptual code
which is quickly mapped onto the appropriate CS node (see Fig. 2). Prior to ex-
tracting a code from the CS node to scan against the list’s memory structure in -
EKS, the monitoring process may apply a special test. The test measures the
activity level of the node associated with the test word; the node’s activity level is
a function of how frequently and how recently the node was accessed, We refer
to the activity level of a CS'node as its familiarity value. The node does not contain,
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FiG. 2. A block diagram illustrating the processes involved in determining whether or not a test
stimulus is a member of a “‘large™ target set stored in LTS, Component processes are as follows:
(1) input of test stimulus to sensory register; (2) pattern-recognition process leading to a mapping of
test stimulus onto a perceptual code, and in turn access to the conceptual code; (3) immediate decision
to respond based on familiarity; (4) selection of code 1o be scanned against memory structure in EKS;
{5) decision io respond based on scan of the list's memory structure; (6) response output.



information about whether or not the test word was on the memory list, but its
activity level does indicate the familiarity of the word.? Under some conditions,
the location of a node with a relatively high or relatively low familiarity value may
lead the subject to respond immediately without searching EKS. If the retrieved
familiarity value is above a *‘high criterion’’ value, the subject may assume that
the item was recently presented and thus is very likely to be a member of the tar-
get list; for a familiarity value below a “‘low criterion,”” he assumes that the item
‘has not been recently presented and thus is unlikely to be on the target list. In the
former case, the subject makes a quick positive response; in the latter case, a
quick negative response. For intermediate familiarity values, an appropriate code
is extracted from the CS node and compared with codes of the list’s memory struc-
ture in EKS. The success of the comparison will lead to either a positive or nega-
tive response, thereby terminating, the trial.*

Similar processes are assumed to operate when the target set is small (1 to 5
items) and varies from trial to trial. In this case, the target set is represented in
STS as an array of perceptual and/or conceptual codes. When a test word is pre-
sented, precisely the same process described above is involved in estimating the
item’s familiarity value. If the retrieved familiarity value is above a high criterion
or below a low criterion, the subject makes an immediate response; otherwise, a
code for the test stimulus is extracted from its CS node and compared with the set
of codes in STS. Thus, the process underlying recognition of information in EKS
and STS is the same. However, differences between the memory stores may
cause different codes to be preferred in each; evidence for this comes from a
number of sources (Broadbent, 1970). The experiments to be described here also
support the view that information may be encoded differently in EKS and STS.

Decisions about which memory stores to search and in turn which information
structures to examine depend upon the context in which testing occurs, as well as
feedback to the subject about the effectiveness of prior processing strategies. For
exampie, the specific instructions used in an experiment will determine whetheér
a subject relies on familiarity alone t6.make a decision or executes an extended
search of memory. If the experimenter's instructions emphasize speed, then fa-

3Siated more precisely, the familiarity value must be considered as current aclivity level relative
to baseline level such that the relative increase in activity due to accessing a node is less for more
frequently accessed nodes. This interpretation is necessary if we are to account for the fact that sub-
Jects do not generally false alarm to their names or cther very high-frequency words when these are
inserted as distractors in a recognilion test. Atkinson and Juola (1973; p. 602) report a study which
included word frequency as an independent variable. Subjects responded to low-frequency words
{both targets. and distractors) faster than to high-frequency words. This means that low-frequency
target words had higher familiarity values than high-frequency target words, but that Jow-frequency
distractors had Jower values than high-frequency distractors. The former relation depends on low-
frequency words getling a greater boost in familiarity during study, and the ldtter relation depends on
high-frequency words having more fluctuations from baseline activity due to exira-experimenial
events.

ASee Mandler, l;enrlstone. and Koﬁpmans (1969) for a similar conception of recognition memory.



miliarity will play a key role; if accuracy is emphasized, then the slower memory
search will occur.- Thus, the high and low criteria for judging familiarity are
determined by the speed-accuracy trade-off that the subject regards as acceptable.

The theory has been described in very general terms, and we turn now to
specific applications. The first application deals with experiments employing
small target sets (1 to 5 items) stored in STS. The second application involves
large memory sets (60 or more items in some cases) stared in EKS. The third
application considers scanning experiments where the target set involves some
items stofed in STS and others in EKS; experiments of this sort permit us to make
direct comparisons between search rates in EKS and STS, and to examine the
parallel versus serial search of these stores. The last two applications deal with
target lists that are categorized; the questions of interest are how and under what
conditions the category information may be used in making a.response decision.
Because the memory system is stratified so that information can be represented in
several different stores {and in different memory structures within a stote), per-
formance in even simple tasks often depends upon a complex **mixture’’ of under-
lying processes. Our goal is not to build the simplest possible model for the set of
experiments examined, but rather to analyze these experiments within the frame-
work of a theory that is applicable to a wide ragge of phenomena.

MEMORY SEARCH WITH SMALL TARGET SETS

The tirst experiments to be considered involve the search of short-term memory;
the specific studies ure variants on the type of scanning task investigated by
Sternberg {1966, 1969a, 1969b, 1971). On each of a series of trials, the subject
is presented with a memory set of from one to six words; the words in the memory
set are ‘‘new’’ in the sense that they have not been presented on any prior trials of
the experiment. ‘When the subject has the memeory set in mind, a test word is
presented visually; the subject makes a positive response if the test word is in the
memory set, and a negative response otherwise. The typical finding is that re-
action time for both the positive and negative responses are linearly increasing
functions of memory-set size, and that the slopes of the two functions are roughly
equal.

The theoretical account of this type of experiment is schematically represented
in Fig. 3. The memory set is temporarily stored in STS. When the test word is
presented, it is encoded and mapped onto its CS node. Although the CS node
does not contain a tag or marker indicating that the test word was in the memory
set, it does have information about the familiarity of the word. If the subject finds
a very high familiarity value, he gives an immediate positive response; if he finds
an extremely low value, an immediate negative response is given. If the familiar-
ity value is intermediate, the subject must then take the test word and scan it
against the memory set in STS. If the scan yields a match, a positive response is
made; otherwise, a negative response. When the familiarity value is intermediate,
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than Path (1), (2), (4), (5), (6). and i is indegendem of the size of the 5TS sel.

the speed of the response is much slower and depends on the number 6f words in the
memory set. Thus, for very high or very low familiarity values, the subject makes a
fast response that does not depend on the memory-set size; for intermediate values
a slower response occurs that is an increasing function of memory-set size.

The observed response latency averaged over trials is then a mixture of fast

. decisions based on familiarity alone (independent of memory-set size) and slower

-decisions based on a search of STS (dependent on memory-set size). The likeli-
hood of bypassing the search of STS depends on the distribution of familiarity

. values associated with targets and distractors. Figure 4 presents familiarity dis-

tributions associated with a target word and a distractor. When a test word is pre-

" sented, a familiarity value is sampled from the appropriate distribution. If the

familiarity value is above a high criterion ¢,, the subject makes an immediate

positive response; and below a low criterion ¢, an immediate negative response.

. Otherwise, a search of STS is executed. It is assumed that the subject never

makes an error if a search of STS occurs; however, if the search is bypassed, then

an error will occur whenever the test word is a target with a familiarity value

below ¢, or a distractor with a familiarity value above c,. Note that the propor-

tion of test words that lead to a seaich of STS depends on the placement of the

criteria. The probability distribution of familiarity values, x, for targets and dis-
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tractors will be denoted as ¢d(x;P) and ¢(x;N), respectively; for present purposes
these distributions will be assumed 1o be unit-normal with means pp and uy.
(We use P for the target distribution because a positive response to a target is
correct, and N for the distractor distribution because a negative response to a dis-
tractor is correct.) Later it will prove useful to know the probability of having made
a scarch of STS given that the subject generated a correct response; this probabil-
ity is denoted as s for targets and 5* for distractors. As shown in Fig, 4, the prob-
ability that a correct response to a target involved a search of STS is the probability
of a positive response based on a search of STS divided by the overall probability
of a positive response; namely,

J' “$(x, P) dx
s=-"

= (1)
f @(x, P dx

Similarly, the probability that a correct response 10 a distractor involved a search
of STS is

r

_ _’:.u d(x, N} dx
“ dx, N) dx

(2)
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FiG. 5. Representation of the processing stages underlying recognition performance when the target
set resides in STS. When stimulus familiarity is greater than ¢, or less than ¢, a rapid positive or
negative response is execuled; otherwise, the encoded test stimulus is scanned against the contents of
STS, leading to the appropriate response.

The preceding discussion can be summarized by referring to the flow chart in
Fig. 5. Noted in the figure are the times associated with each stage. Certain
stages must be executed for all probes; namely, encoding (/), evaluation of the
familiarity value (p), and respense execution (ry for a negative response and
ry for a positive response). For probes of an intermediate familiarity value, the
additional stage of searching STS is necessary. It is assumed that this search takes
time ¥ + am where m denotes the size of the memory set; x is the time to initiate
the search of STS, and the search is proportional (with parameter a) to the size of
the memory set. This linear search function corresponds to the exhaustive case of
the serial-scanning model proposed by Sternberg (1969a). While Sternberg’s
model has proved to be extremely. valuable in interpreting a variety of memory-
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search experiments, good fits between the model and data do not require that the
undetlying process be either serial or exhaustive (for a discussion of this point
see Townsend, 1971, and Murdock, 1971). Thus the use of a linear search func-
tion does not commit us to specific assumptions about whether the search is serial
or parallel, self-terminating or exhaustive.

In terms of the time constants given-in Fig. §, expressions can be written
for the latency of various types of responses. First note that an error to a target
item takes time { + p + r,, whereas an error to a distractor- takes time
I + p + r,.? Expressions for correct responses are more complicated. We let
t(P) denote the response time for a correct response toa target (i.e., the time fora.
positive response) and t(N) denote the response time for-a correct response to 4
distractor {i.¢., the time for a negative response). Recalling the delinitions of s
and 3", we can write the following expressions;

Py=(-st+p+r]+sfil+p+x +am+r]
=+ p+r)+six+ am), {3)
Ny =0-sYl+p+r]+slt+p + k + am + r,}

=+ p+ry+ 5+ am). : 4

Examining these -equations, we see that both :(P) and r(N) increase linearly
with set size. In many experiments (see Sternberg, 1969a), the slope of the nega-
tive and positive functions are roughly equal, and this would be the case when
s equals s’. The condition under which s equals s’ requires that ¢, and ¢, be set
symmetrically (i.e., the tail of the target distribution below ¢, must equal the
1ail of the distractor distribution above ¢,). The linear predictions for 1(P) and
1(N) are based on the assumption that the criteria do not vary with m; a correlated
implication of this statement is that error rates also do not vary with m. Of course,
in some experiments (especially where m is fixed over a block of trials), it is pos-
sible that the subject adjusts ¢, and ¢, as a function of the memory-set size. For
example, when m is large the subject may anticipate a slow response and compen-
sate by adjusting the criteria to generate more fast responses based on familiarity
alone. Under these conditions errors would increase with m, and RT curves would
be curvilinear.

The predictions outlined above are consistent with a number of experimental

*The model predicts that error latencies are **fast'” since they are the resull of decisions based
upon familiarity alone: Whenever the memory set is searched, it is assumed that a correct response
always occurs. 'While this assumption is reasonable for the tasks described here, it is the case that
“slow™ errors {resulting from a failure in the search process) will occur in other situations. Such
errors would be expected when acquisition of the memory set is less than perfect. They might also
oceur when instructions emphasize speed of response; subjects in this case could establish an upper
bound on the time they will search the stored memory set before **guessing.""
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results (Atkinson & Juola. 1973, 1974). In this sense, the model has proved to be
quite satisfactory, However, these goodness-of-fit demonstrations have not directly
tested the role of familiarity in a short-term-memory scanning task. With this in
mind, Charles Darley and Phipps Arabie designed and ran a study at Stanford
University which attempted to experimentally manipulate familiarity. The study
was basically like the prolotype experiment described at the beginning of this
section. Memory-set size varied randomly from trial to trial. taking on values
from 2 to 5 items. Each memory set involved new words (i.e., words that had not
been used on any prior trial); the test word was a target on half the trials and a
distractor on the other half. The only difference from the prototype experiment
described at the outset of this section was that distractors were not always new
words, thus permitting the experimenters to manipulate their familiarity values.

In accord with prior notation, the presentation of a target as the test word will be
called a P-trial to indicate that a positive response is correct; the presentation of a
distractor will be called an N-trial to indicate that a negative response is correct.
In this experiment the distractors were of three types: new words never presented
before in the experiment (denoted N, since the word was presented for the first
time); words that had been presented for the first time in the experiment as dis-
tractors on the immediately préceding trial (denoted N. since the word was now
being presented for the second time); and words that had been presented for the
first time on the immediately preceding trial both as a member of the memory
set and as a positive test word (denoted N, since the word was now being pre-
sented for the third time). Thus, there were four types of test words (P, N, N,,
and Nj), and we assume that different familiarity values are associated with each.
Figure 6 presents a schematic representation of the four familiarity distributions.
The mean of the P-distribution should be the largest since the test word on a.
P-trial is a member of the current memory set and should be very familiar; like-
wise, the mean of the Nj-distribution should be smallest because N, words are
completely new; the other two means should be intermediate since N; and N
words appeared on the prior trial. Also displayed in the figure are the criteria ¢,

) Fic. 6. Distributions of familiarity values for the three types of distractor items (N,, Ny. Ny) and for
target items (P).
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and ¢, which are assumed to be the same for all trial types. This assumption
is reasonable since the subject cannot predict the type of test that will occur, and
thus he has no basis for varying the criteria. As can be seen from Fig. 6, an in-
creasing amount of the distribution falls between ¢, and ¢, as we move from N,
to N, to Ny. In terms of the mathematical formulation, s’ defined in Eq. 2 in-
creases from N; to N, to Ny. Accordingly, the likelihood of searching STS in-
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FI1G. 7. Mean response futencies for the four probe types as a function of the size of the memory
set. The. siraight lines fitted o the data represent theoretical predictions.
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creases and thus the slope of the #(N;) function increases from N, to N; to
N3; for the same reason the intercept of the r(N;) function also increases from
N, 1o N; to Ny.

The latency data for the four types of probes are presented in Fig. 7. Note that
latency increases with set size and is ordered such that P is fastest, and N,, N,,
and N, are progressively slower. The straight lines in the figure represent
theoretical predictions of the model. The derivation of theoretical equations and
methods of parameter estimation are described in Atkinson and Juola (1974) and
will not be reviewed here. It should be noted that the model not only predicts the
response-time data, but also the probability of an error as response time varies
aver the four trial types. The complete set of parameter estimates is reported in
Atkinson and Juola (1974), but several are given here since they play a role in
later discussions, namely,

(+p+r)=499msec k= 70 msec
({ + p + ry,) = 563 msec a = 34 msec

The results displayed in Fig. 7 indicate that the-familiarity manipulation had a
large and predictable effect. The predicted slope for P items was 24 msec,
whereas the predicted slopes for N,, N,, and N; items ranged from 18 msec. to
22 msec, to 28 msec. If the subject ignored the familiarity value and searched
STS on every trial, then all four functions would have a slope of 34 msec (the
estimated value of @)." _

Other experimental manipulations also should lead to variations in familiarity.
The prototype experiment described at the start of this section can be viewed as
involving an infinite pool of words from which the experimenter selects stimuli on
each trial. Compare this procedure with one where the pool is restricted (say to 10
words), and on each trial stimuli are drawn without replacement from the pool.
In the first procedure, words are never repeated during the course of an experi-
ment; in the second procedure, repetitions occur frequently from trial to trial. The
second case corresponds to the original memory-scanning siudy by Sternberg
(1966) where the item pool was the digits from 0 to 9.

When no words are repeated, the familiarity index for targets should be sub-
stantially higher than for distractors, thereby miaking familiarity an effective di-
mension on which to make a decision. When a small pool of woids is used, the

*Inspection of response time (in the final block of trials) for individual subjects indicates that they
are bimodally distributed as would be expected from the theory; one maode, associatcd with a fast
response based on familiarity alone. and the other mode for slower responses -based on extended
searches of memory. Analysis of RT distributions is complicated by the fact that there are too few
observations on each subject, and further, that response times over-all tend to decrease during the
course of the experiment. To fit the observed distributions one woukd have 1o elaborate the model 10

include assumptions about the distributions associated with each stage in the process, and about over-
all decreases in response time with practice.



familiarity value of all items will be raised, thus tending to wash out differences
in familiarity between targets and distractors. Under these. conditions the famil-
iarity index will be less useful and a search of STS will be required more fre-
quently. Support for this view comés from a study by Rothstein and Morin (1972)
who ran just this type of comparison. They reported steeper slopes and higher
intercepts for RT functions when the memeory sets were selected repeatedly from
-a small pool. The repeated presentation of items increases the familiarity of all
items to a high level, thereby reducing the usefulness of the familiarity measure
s a basis for responding. Consequently, the probability of searching STS should
be high, causing the slope of the RT function to be near its maximal value.

In addition to the relative familiarity of targets and distractors, another factor
influencing the likelihood of searching STS is the’ placement of a subject’s crite-
ria. For example, if the subject is instructed to aveid errors, the appropriate
strategy would be 10 set ¢, and ¢, relatively far apart, thereby insuring that a
. search will be. conducted - on most trials. Since the time necessary to complete a
search depends on memory-set size, both over-all latency and set-size effects
should be increased. Altematively, if response speed is emphasized in the in-
structions, the criteria ¢, and ¢, should be placed close together so that most re-
sponses will be based on familiarity alone. In this case, over-all latency would
be decreased and minimally influenced by set size.

William Banks of Poemona College ran such an experiment in our laboratory
with the anticipatéd results. An entirely new set of words was presented on each
trial as the memory set; set sizes were 2, 3,4, §, and 6 and variéd randomly over
trials. Targets and distracters occurred equally often, and the distractors always

involved new words. Subjects served in two experimental conditions: accuracy
instructions and speed instructions. The RT data for correct responses are pre-
sented in Fig. B. If the criteria are being adjusted as suggested above, then the
mode] predicts that the slope and intercept of the RT functions under accuracy
instructions should be greater.than under speed conditions. The results shown
in Fig.' 8 support this prediction; also, the pattern of error data is consistent with
the model. Similar results have been reported by Weaver (1972) with memory
sets of letters and a wider range of set sizes. It should be noted that Swanson and

_Briggs (1969) and Briggs and Swanson (1970) have found no differences in slope
of the RT-set size function across speed and accuracy conditions. Comparison
.of their payoff matrices with those of Banks and of Weaver, however, suggests
that Briggs's and Swanson's incentive system was not strong enough to cause sub-
jects to adjust their criteria and rely more heavily on the familiarity measure.

MEMORY SEARCH WITH LARGE TARGET SETS

A recognition task comparable to the one discussed in the last section can be
formulated for very large target sets. Prior to the test session, the subject is re-
quired to learn a long list of words to a criterion of perfect recall; this list serves
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experiment manipulating instructions 10 subjects. emphasizing accuracy in one condition and speed in
another.

as the memory set for the remainder of the experiment. The test session involves
a series of trials where either a target word or a distractor is presented: the sub-
jectis instructed to make a positive response 10 an item from the list and a negative
response otherwise. A number of studies have been done using this technique
with target sets ranging from 10 to 60 words. These studies have been reviewed
elsewhese (Atkinson & Juola. 1973) and interpreted in terms of the model pre-
sented here. :
In this paper we will consider only -orie such study, which manipulated the
size of the memory set (16, 24, and 32 words) and the number of times largets
and distractors were presented during the.test sequence; for a detailed account of
the experiment see Atkinson and Juola (1974). Figure 9 presents RT data from
the final block of test trials as a function of target set size; some words (whether
targets or distractors) were presented for the first time during this final trial block,
while others had been presented- earlier in the test sequence and thus were re-
ceiving a repeated presentation. The left-hand panel presents-RTs for correct
responses to targets and distractors receiving their.initial presentation in the final
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and errors to distractors by the open bars. The straight lines fitted to the duta represent theoretical
predictions.

block of test trials; the right-hand panel, for words receiving a repeated presen-
tation. In both panels RTs increase with the size of the memory set; however,
the slopes of the functions are much less than is observed when smaller memory
sets are involved: It is interesting to note that repeating an item has a different
effect if that item is a target word as compared with a distractor. Positive re-
sponses are slower and show a steeper slope to the initial presentation of a target
word as compared to a repeated presentation of a target word; in contrast, nega-
tive responses are faster and have a more shallow slope to the initial presentation
of a distractor than to a repeated presentation of one.

The model to be applied here is the same as the one developed in the last sec-
tion. The only difference is that the memory set exceeds the capacity of STS,
and'it is assumed to be stored in EKS. Figure 10 presents a flow diagram of the
process. The test item is encoded and the appropriate CS node is accessed, lead-
ing to the retrieval of a familiarity value. If the familiarity value is above ¢, or
below ¢ the subject gives a fast response. Otherwise, the subject retrieves a
code for the test word to use in scanning the memorized list in EKS. Thus far the
model is identical to that for the short-term case presented in the last section. How-
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(2). The familiarity index associated with the node may lead 1o an immediate decision (3) and in turn
to a responsc (6). Otherwise, an extended search of the stored target list is initiated (4). which
eventually leads to a decision (5) and a subsequent response {(6). Path (1), (2), (3}, (6) represents a

much faster response process than path (1). (2). (4), (5), (6), and one that is independent of target-
sel size.

ever, the code used to search the EKS may not be the same as that used in the
short-term memory search. For example, Klatzky, Juola, and Atkinson (1971)
present evidence that alternative codes for the same test stimulus can be generated
and compared with either verbal, spatial, or conceptual representations of
memory-set items. After retrieval of the appropriate code, a search of the memory
set is executed, leading in turn to a correct response. Note that a response based
on familiarity follows the same path as was proposed for familiarity decisions in
the short-term case. However, when a search of EKS is required we assume that
the time to initiate the search («) and the search rate per memory set item (a) will
not be the same as in the short-term case; this difference in the search rate may be
due either to the storage of different types of codes in STS and EKS, to differing
search and comparison processes within the stores, or to both. Restated, the
parameters [, p. ry, and r, are the same in the long-term and short-term cases;
these cases differ only with respect to the values of « and «. Thus, Egs. (3) and
(4) apply here, except that the estimates of « and & should differ for experiments
involving large memory sets.

For the conditions of this particular experiment, the criteria ¢, and ¢, are
assumed to be fixed and independent of the size of the memory set. The effect of
repeating a word during the test sequence is to boost its familiarity value: this
boost in familiarity is assumed to occur for both repeated targets and repeated
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distractors. Figure 11 illustrates the familiarity distributions for targets and dis-
tractors when presented for the first time (top panel), and for targets and dis-
tractors when receiving a repeated presentation (bottom panel). Note that the like-
lihood of searching EKS is less on the repeated presentation of a target word than
on the initial presentation of a target word; in contrast, the reverse holds for dis-
tractors. In terms of s and s’ defined in Eqs (1) and (2), s is less for a repeated
presentation of a target and s’ is greater for a repeated presentation of a distractor.

Of course, the greater the likelihood of searching EKS, the steeper the slope of the
RT function (i.e., the slopes of the target and distractor functions approach a as
s and s” approach one, respectively).

A quantitative application of the model sketchied above leads to the predicted
functions displayed in Fig. 9. The slopes and intercepts for targets and distractors
show the appropriate relationships for initial and repeated items. In addition, the
theory accurately predicts efror rates and RTs for errors. The details of the model
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and its fit to these data are presented in Atkinson and Juola (1974). It is important
Lo note that the parameter estimates for this case differ from the short-term study
discussed in the last section. The time, x, to initiate the EKS search is 137 msec,
as compared to 70 msec for the STS search; in contrast, the search rate per
memory-list item, o, is 10 msec for EKS compared to 34 msec for STS. Thus,
the search is initiated more rapidly if it involves the STS, but comparison time
per menory-set item is much faster for EKS,

To summarize, the same model is applicable to experiments using large
memory sets as well as for those using small sets; the difference is in the extended
search on those trials where familiarity is not used to make a decision. The complex
paltern of data in Fig. 9 is interpretable in terms of the model if we assume that
there is a boost in familiarity whenever a word is presented for test.” 1t should be
noted, however, that the increase in familiarity is short-lived. Juola. Fischiler,
Wood, and Atkinson (1971) found that the effect on RT of repeating an item di-
minished as the lag between the initial and repeated presentations increased, in-
dicating that the boost in familiarity decays over time.

An interesting feature of the data reported in this section is the absence of a
serial-position effect in RTs. If-the time to make a response to a target word is
plotted as a function of the serial position of that word in the original study list, the
- result is a flat line. There is absolutely no trend relating RT to serial position; that
is true for initial and repeated presematlons of target words separately, as well as
for the combined data. The same phenomenon has'been observed in other studies
using a similar design (Atkinson & Juola, 1973) and is rather surprising since
the subjects were required to master the list in a strict serial order. Theoretically,
this means that both familiarity effects-and the EKS search are independent of a
target item’s position in the memory list. The absence of a serial-position effect in
these experiments, however, does not mean that organizational factors influencing
the acquisition of a target set will not affect RTs in the recognition phase of the
experiment. In one study reported by Atkinson and Juola (1973), the set of target -
words was organized and learned as a semantic hierarchy: under these conditions
RTs on the recognition tests varied as a function of the placement of the word in
the original hierarchy. _

Another example, more closely related to the experiment reported in this
section, is a study conducted by Susan LeVine at Stanford University. Her test

7An increas in familiarity is not restricted to presenting the word in a test sequence. We have run
a study similar to the one described in this section, except that the target set involved 25 words and

distractor words were never repeated during the sequence of test trials, The test scquence involved
two blocks of 50 trials each with a brief break between trial blocks. During the ‘break subjects were
given wntten instructions regarding a task they supposedly were going to participate in immediately
after completing the second block of test trials; subjects were required to réad the instructions twice,
once silently and once aloud. In actual [acl 10 words in the instructions served as distractor words in
the second black of test trials. Gnmpanng RTs for distractor words that had been in'the instruction set
with those that had not yielded a slatlstlcnlly significant difference. Distraclor words used in the

instructions were responded to more siowly, as would be cxpected if their familiarity value was in-
creased by including them in the instruction set.
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sequence involved a target set of 48 words; half of the test tiials involved target
words and half distractors. The unique aspect of the study was the method for
memorizing the target set. The subject memorized the 48 -words as 24 paired
associates and used an anticipation procedure. Eight of the paired associates were
tested and studied on every trial of the training session, eight pairs on every other
trial, and eight pairs on every third trial; thus, by the end of learning some pairs
had been brought to a *‘high’" acquisition level, others to a ‘‘medium’’ level,
and others to a4 “‘low™” level. In the recognition phase of the experiment; there
were 96 trials; 48 trials tested individual words from the study list (positive trials)
and 48 involved words not previously studied (negative trials). The RTs for cor-
rect responses to target words are presented in Fig. 12 along with error rates; the
RT for correct responses to distractors was 758 msec with an error rate of 3 per-
cent. Inspection of Fig. 12 indicates that RT is faster to a word that was a re-
sponse member of a paired associate as compared with a stimutus member. Even
for those words that have been perfectly mastered (i.e., high acquisition set), the
stimulus versus response role of a word had an effect on recognition performance.
[t is interesting to note that RT is related to the acquisition level; the more times
a word was presented during study, the faster the RT. The fact that RT varied
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with acquisition level suggests that the list-length effects in the prior study might
be explained in the same way. One could assume that in mastering a memory list,
the longer the list the lower the acquisition level at the start of the test series.
Thus, the effect of list length on RT-might be explained by a lower degree of mas-
tery of the longer lists, rather than by a longer EKS search as we have done. This
type of éxplanation could be accommodated by the theory, but we rejected it be-
cause of the error-rate data. In the paired-associate study, esror rates increased
as the acquisition level decreased (see Fig. 12). However, in the list-length study,
both erfor rates and their reaction times were constant over list lengths; neverthe-
less, reaction times for correct responses increased with list length. For this reason
we assumed in the theoretical analysis that all lists were equally well tearned,
that familiarity distributions were invariant over list lengths, and that the RT
effects were to be explained by a longer (but equally accurate) search of the longer
lists. This is an important point and emphasizes that we do not regard the linear
search function postulated in this and the previous section as critical to the theory,
rather, different search functions can be postulated depending on the organization
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of the target list and the feature sets by which target items are coded in EKS. For

the experiments considered in this paper a linear function appears to provide a
good approximation. '

MEMORY SEARCH WITH BOTH LARGE AND SMALL TARGET SETS

The experiments reported in this section involve a mix of the procedures dis-
cussed inthe previous two sections. Prior to the test session, the subject memorizes
a list of 30 words (designated the LT set) to a criterion of perfect mastery. In addi-
tion, each trial of the test session begins with the presentation of a short list of
words (designated the ST set) that have never been shown before in the experi-
ment. The test phase of the trial involves the presentation of a word, and the sub-
ject is required to make a positive response if thé word is a member of either the
LT set or the current ST set, and a negative response otherwise; thus a target
is a word from either the LT or ST set, and a distractor is a word never previously
used in the experiment. The size of the ST set varies from | to 4; half of the targets
are from the ST set and half from the LT set, In addition, on some trials no ST set
is presented, and then the target is necessarily from the LT set. Over trials, tar-
gets and distractors occur equally often.
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Fia. 14. A schematic representation when the target set is divided between STS and LTS. A test
item is presented (1) and then matched to its CS node (2). The familiarity index of the node may
lead to an immediate decision (3) and response output (7). Otherwise, appropriale codes are ex-
tracted from the-CS node, and then used to simultaneously search STS and LTS (4). A decision abeit
the test item is eventually made, based on the scarch of LTS (5) or of STS (6) and a response out-
put (7).
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Results from experiments by Wescourt and Atkinson (1973) and Mohs,
Wescourt, and Atkinson (1973) are displayed in Fig. 13. RTs for 1argets and
distractors are plotted as a function of m, the ST-set size; H{P « ST) and
{(P < LT) denote the latency of a correct positive response (o an ST and LT
item. respectively, and /{N} denotes a comrect negative response to a distractor.
Inspection of the figure indicales that #(P «— ST) increases with the size of the
ST set. In contrast, H(P < LT) and #(N) seem 1o be independent of ST-set
size as it varies from | to 4. however, the presence or absence of a ST sct
(m = 0 versus m >> 0) has a marked effect on these two response times.

The model for this experiment is essentially the same as the one developed
in the previous sections. A flow chart of the process is presented in Fig. 14. The
LT set is assumed to reside in EKS, and each ST set is temporarily stored in STS.
The recognition process first involves a check of the test word™s familiarity value,
which may lead to an immediate response. If not, a scarch of the EKS and STS
will be required before a response can be emitted.

As described earlier, the decision to respond on the basis of familiarity alone
is a function of the criteria ¢, and ¢,. Figure 15 presents a diagram of the
familiarity distributions for ST-set words, LT-set words, and distractors. The
- relative positions of these distributions are not determined a priori, but are in-
ferred from error rates associated with the three types of test items (i.e., the tail of
the distractor distribution above ¢, determines the error rate associated with dis-
tractors: and the tails below ¢, for the ST and LT distributions, the error rales
associated with ST and LT targets, respectively).®

ST~ SET

DISTRACTOR

LT-SET
SET

POTU IR LV b

Co C

Fic. 15. Distributions of faniliarity values for the three trial types.

SAn experiment has been conducted by Richard Mohs in which elements of the LT set are in-
chuded in the ST sel on some frials; the 1ime for a positive response to these items can be denoted as
{(P «— ST & LT). The averape response times in the experiment were ordered as follows:
P «— ST & LT ) < P « ST) < HP « LT) < 1{N). These results would be expected if the
presentation of LT-set words within ST sets cause an additional boost of familiarity value for them.
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When the retrieved familiarity value of a test word does not suffice for a deci-
sion to be sitade, then a seavch of STS and EKS is required. In this case, the prin-
cipul issue is the order in which the iwo stores are searched. For example, the
search could be first conducted in STS and if a match is not obtained, then con- -
tinued in EKS. This scheme seems plausible since information in STS tends to
be lost rapidly. However, if the two stores were searched in this order (and the
time to search STS depended on the size of the ST set), then both #(P «.LT)
and (V) should increase as m goes from ! to 4. Clearly, the data in Fig. 13 do not
support this sequential search scheme. An alternative approach is to assume that
STS and EKS are searched in parallel, and that if 2 match is found in either store,
a positive response will be made; if both searches are completed and no maich is
established, then a negative response will be made.

The flow chart for the parallel-search process is shown in the right-hand panel
of Fig. 16; the lefi-hand panel is for those trials on which the ST set is omitted
und illustrates precisely the model developed in the previous section of this paper.

Encoding and decision Encoding and decision
based on retrieved based an refrieved
- familiarity volue m ‘tamiligrity value
1+p L+p
© ® ® r®~_®~‘ ®
Seoarch Search
_{ LT-set — ST-set”
K +30d '+ dgm
S
¥
Positive Negotive Positive ' Negative
response response response response
I'I 1’0 rl ro

Fi¢i 16. Schematic representations of the processing strategies in searching the memory stores.
The model when an ST set is omitied is shown in the left-hand panel; arrows (1) and (2) represent
fast responses bused on familiarity alone, whereas (4) and (5) represent fesponses after a search of
EKS has occurred. In the right-hand panel a parallel-search medel is presented For those trials on
which an 8T sct is present. The arrows (1) and (2) represent fast responses based on famifiarity.
When a seurch is required, the ST and LT sets are searched simultaneously (3,4). If a mutch is found
in the ST set {5) or in the LT set (7), a positive respunse will be made. If a match is nut established
in cither set (6.8), a negative response will be made.
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As indicated in the figure, the time k' to initiate the search of both the EKS and
STS (i.e., when m > 0) is assumed to be different from the time « to initiate
search of EKS alone (i.e., when m = 0). Once the search of a store is initiated,
its rate is independent of whether or not any other store is being searched. We let
as and oy denote the search rates for the two stores. Thus, when an ST set is
present, it takes time k' + asm to search the STS store and time x’ + 30,
to search EKS. When the ST set is omitted, it takes time x + 30ay, to search
EKS. Recall that the LT set is of size 30.

Since both stores are searched simultaneously when m > 0, the total search
time will depend on which search required the most time. For the sizes of the ST
and LT sets considered here, we assume that the STS search is always completed
prior to the completion of the EKS search. Consequently, the search of STS will
yield 4 match in time x’ + agm and the search of EKS will yield a- match in
time x' + 30ay. If the test item is a distractor, then both searches wil! have to
be completed (which takes time x’ + 30a;) before a negative response can be
initiated. Thus, (P < ST) will increase as m goes from | to 4, but both
(P « LT) and t(N) will be independent of the size of the ST set. However,
(P « LT) and #(N) will be faster when no ST set is present than when one is
present, if x is less than «'.

A quantitative application of the model sketched out above. leads to the pre-
dicted functions in Fig. 13. Not presented in the figure are error rates for the three
types of test stimuli, but they also are accurately predicted by the model. (For a
detailed account of this work, see Atkinson and Juola, 1974.) In fitting the mode!
to these data, certain parameter estimates prove to be interesting:

k' = 207 msec
x = 140 msec

o5 = 35 msec

o;, = 10 msec

The « and o, recovered here are very close to the corresponding estimates made
in the last section dealing with long-term target sets; similarly, the estimate of
a5 is very close to the estimate of & recovered in the analysis of the short-term
memory study. Finally, «’, the time to initiate the joint search of EKS and STS, is
significantly above «, the time to initiate the search of EKS alone.

In the model, we assumed that ay is independent of the size of the ST set; any
diffetence in the search of EKS on trials with and without an ST set is simply due
to " and «, respectively. Independent support for this assumption comes from
an experiment conducted by Keith Wescourt. The experiment exactly replicated
the procedure described in this section, except for positive test words: Al positive
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test words were drawn froni the LT set and the ST set was never tested. Subjects
had to maintain O to 4 items in STS for recall at the-end of the trial; however, they
were told (and it was always the case) that the test word would be either an LT
item or a distractor. Under these conditions, the latency of a positive response to an
LT item and of a negative response to a distractor did not display a jump from
the m = 0 condition to the m > 0 conditions; rather, both latency functions
were constant as the ST-set size varied from O to 4. The parameters « and o,
estimated in the prior experiment can be used to predict these data; the paraméter
x' was not required since only EKS needed to be searched even on-those trials
where an ST set was present. The existence of a load in STS per se had no effect
on RT; what did affect performance in the original experiment was the relevance
of the STS load for the scanning decision.

MEMORY SEARCH MODERATED BY SEMANTIC FACTORS

A number of studies, using both small and large memory sets, have shown
that semantic factors can influence RT. In this section, recognition experiments
involving semantic variables are considered, and the theory is employed to ex-
plain how they can affect search and decision processes.

A frequently used paradigm requires a subject to memorize a target set om-
posed of sublists, where words on each sublist are from a given category. The
number of sublists will be denoted by ¢, and the length of each sublist by d; thus,

the target set is composed of ¢-d words. For example, withe = 2 and d = 3,
the target set might be

[(BEAR, LION, HORSE) (CARROTS, PEAS, BEANS)]

a total of six words from the categories unimal and vegetable. Once the target
set has been memorized, tests are initiated. On a test trial, one of three types of
words is presented: {1) a word on the memory list (P-item) to which the subject is
required 1o make a positive response; (2) a word not on the memory list but from a
category represented on the list (N-items) to which the subject is required to make
a negative response; and (3) a word not on the memory list and not a member of
any of the categories represented on the list (N*-items) to which the subject also
is required to make a negative response. In the above example, a P-item might be
LION, an N-item might be DEER, and an N*-item might be NAIL. A target
word (P-item) is presented with probability %, a related distractor (N-item) with
probability % %, and an unrelated distractor (N*-item) with probability {1 — n).
When m = 1, only P and N itemis are presented; when % = 0, only P and N*
items; and when0 < 7 < 1,amixof P,N, and N* items. The dependent variables
of principal interest are again latencies of correct responses to P, N, and N*
items and will be denoted as ((P), t{N), and #(N*), respectively.
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FiG 17. Representation of the processing siages underlying recognition performance when semantic
factors may influence search in EKS. The subject may execute a rapid response based on familiarity
ar allernatively may. search EKS. In the latter case, semantic information may be wtilized 1o direct

search on sume proportion of tnals; on other trials this information is ignored and the entire target set
is scanned.

The theory as it applies in this situation is summarized in Fig. 17. A word is
encoded (time /) and its familiarity value is retrieved and evaluated (time p). If
the familiarity value is above c,, an immediate positive response is made;
below ¢y, an immediate negative response. If the familiarity value is inter-
mediate, the subject has two options. With probability A he categorizes the test
item and then scans its category name against the category names represented on
the memory list. If no match occurs (N*-item), a negative responsc is made; if a
calegory-name match oécurs, the subject then scarches the appropriate category
sublist of the memory set, making either a positive response (P-item) or a negative
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response (N-ilem). Alternatively, with probability 1 — A the subject ignores the
semantic information in the test item and searches the entire memory list.

Given that the subject does categorize the lest item, the titne to retrieve its
category name is k*, and the search rate among the ¢ category names is 8; thus,
the time for this stage is ¥* + Bc. If the categorizing stage determines that the
word is an N*-item, a negative response occurs. Otherwise, the subject next
searches the sublist of the memory set identified by the categorization process;
it takes time x’ to initiate the search, and its rate is a yielding time ' + ad
for this stage. Given that the subject does not categorize the item, the search of
the entire memory list is presumed to take k + a(c -d); that is, time « to initiate
the search which proceeds at rate o for the total set of ¢ -d items.

Figure 18 iltustrates the familiarity distributions associated with P, N, and N*
items. While not crilical to the model, the N distribution is shown in the figure lo
have a higher mean than the N* distribution. The reason is that there is evidence
to suggest that distructor items that are related to items on the memory list have a
higher familiarity value than unrelated distractors (Juola et al., 1971 Underwood,
1972). This relation between the distributions would be expected if there were
a spread of ““activation®” in the CS space in the areas of target-word nodes (Meyer
& Schvancveldt, 1971). Using Eq. (1), the quantity ¢ can be defined for the P
distribution. Simitarly, using Eq. (2), the quantities sy and sy» can be defined for
the N and N* distributions. Once this has been done, the following expressions
can be written for the time to make a correct response to each of the item types:

HPy = (I +p+r)+s M+ B8y + (K +ad)] + (1 — M« +atc-d)]} (5)
tN) = (1 +p+ra+ sy M+ 8oy + (' +ah)] + (1 — N[« +a(c-d)]} ©6)

HN®) = (+ ptry) +sye {A[x* +Bc]+0 = N[« +ate-d]}. N

Fici 18, Distribumions of familiarity values for the two types of distractor itlems (N*, N) and for
targed itéms (P
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"How does the subject select between his two options: Shouid he first categorize
a test item or search the entire memory list? We offer no theory to explain this
selection and propose to estimate A from the data. Howcever, if all parameters of
the process are fixed and the subject is trying to minimize his average response
time over all trial types, then A should be selccted as follows: If the quantity
[(K* + B+ Bl + i’ + ad)] is greater than [K + aic - d), setAequalto
0; otherwise set A equal to 1.° Stated somewhat differently, an optimal setting for
A depends on an intetplay of search parameters with the structure of the list (the
values of c and d) and the nature of the test schedule (the value of ). Although
estimates of the various search parameters vary from study to study (see Juola &
Atkinson, 1971), the data indicate that (a) 8 is about three times as large as «,
and that (&} x* and « are fairly clase to each other with k' somewhat smaller.

Figure 19 presents unpublished data from two separate experiments, one con-

ducted by Homa (1972) as part of a Ph.D. thesis at the University of Wisconsin,
and the other as a pilot study at Stanford University. For the data displayed in the
figure. n = Y% and ¢ = 2; the Homa data are for d equal to 2, 3, and 5, whereas
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Fic. 19. Mcan response [atencies for positive items (P) and for semantically related (N) and un-
related {N*) negative items as a function of category size ().

*A similar proposal has been made by Naus (1972).
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the Stanford.data are ford equal'to 10, 15, and 20. No attempt will be made to gen-
erate quantitative predictions for these data; it is evident that appropriate pirameter
values can fit the results. The main point to consider is the effect of  on ¢(N*). In
the Homa data, {(N*) is increasing and at about the same rate as #(N}, which indi-
cates that X is close to zero; thus, when d is relatively small, the subject is scan-
ning the entire memory list and not attempting to categorize test items. For the
Stanford data, t(N*) is relatively constant over the three values of d while ({N)
shows a sizable increase; this finding, of course, implies that A must be equal to
one (i.e., that the subject is categorizing each test item and processing the item
accordingly).

These results are what one might expect if the subject is attempting to set A
optimally. When d is small, the slow scan of the category names is not warranted,
but when 4 becomes large, there is an advantage to categorizing and, only if nec-
essary, making a search of the appropriate sublist. Thus, the subjects appear to be
selecting a value of A in accordance with the specific parameters of the search
task.!?

There are other results that can be cited to support the A-process proposed here.
For example, Homa has data where ¢ = 12 and d =1 for which the estimate of
A is zero. On the other hand, Turrow Indow (personal communication) has data
for ¢ = 1 and d varying from 5 to 27; these data are censistent with the View
that A is zero for small values of 4, but increases to one for d greater than 10 or 12.

We have not provided a quantitative fit of the model to the data presented here.
"The reason is that the task is quite complex from a theoretical viewpaoint; the sub-
jeet has alternative strategies to apply, which means that different subjects may
be electing different mixes of strategies in a given experimental condition. Hence,
i quantitative evaluation of the model requires carefully designed experiments
and a large sample of data for each subject. It is clear, however, that the basic
outline of the theory is correct. An individual subject may or may not retrieve a
category.name for a test item, depending on the structure of the memory list (the
values of ¢ and «f) and the nature of the test sequence (the value of 7). !*

The cxperiments considered in this section have all used words for the stimulus
materials. Comparable experiments have been run using letters and digits to dis-
tinguish between P, N, and N* items. For example, the memory set might be

WThe model proposed here assumes that the subject selects between one of two search strategics
wilh probability A. Another approach is to assume that both searches (the search by categories and the
scarch of the entire list) are itiated simultaneously and that the one finishing first Jetermines the
subject’s response latency; this type of assumption is in accord with a mode! proposed by Naus,
Glucksberg, and Omstein (1972). Under certain conditions, the simultaneous search model generates
the sume predictions as the model developed in this paper. Thus, the particular imerpretation that we
offer is open to question, and an argument can be made for a simulianeous search.

""Siudies can be run thiat vary the length of sublists within a memory list, For example, the memory
list can involve three categorized sublists with one having 4 words, the second 8 words, and the third
12 words for a total set of 24 (i.e., ¢ =3, d, = 4, ds = 8, d; = 12). Applications of the theory
to these expeniments is straightforward, but the equations are cumbersome.
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composed of three letters, with the test involving a letter from the memory set
{P-item), a ketter not in the memory set (N-item), or a digit (N*-item). Results
from these experiments have been somewhat variable. There are studies
(Williams, 1971; Lively & Sanford, 1972) where the estimate of X is significantly
greater than zero for small memory sets of three or four items. For other studies, as
we shall see in the next section., the estimaic of A is very close o, if not exactly,
zero. It appears that when words are used as the stimulus materials, the estimate
ol A is invariably zere for small memory sets; but when letters versus numbers are
used, A is sometimes greater than zero. Of course, when letters versus digits are
used, itis conceivable that the subject may be classifying the probe on the basis of
perceptual features: clearly, when words are used, there is no possibility for cate-
gory classification based on perceptual cues, but with letters versus digits such a
possibility may exist depending on the type font and displays used: A grcater
readiness to classify on the basis of perceptual factors than on semantic factors is
consistent with the viewpoint developed in this paper, which distinguishes between
perceptual codes and concepiual codes. Since atest stimulus will be represented in
the memory system as a perceplual code before it can be represented as a concep-
tual code, strategies that allow accurate responding by processing perceptual codes
will be preferred in those tasks where response speed is an important task demand.

MEMORY SEARCH INVOLYING A DUPLEX TARGET SET

[n this section we examine an experiment that has similarities to the ones con-
sidered in the previous two sections; nevertheless, its theoretical anal vsis requires
scparale treatment. The experiment is one in a scries of studies conducted by
Charles Darley at Stanford University dealing with duplex tarpet sets. His re-
scarch on this problem is in an early stage, and the theoretical trcatment given
here may prove to be premature. The task is of such intrinsic interest, however,
that some discussion of it seems warranted at this time.

On each trial the subject is presented with a target set composed of two subsets
—one of letters and the other of digits. The target set is presented visually, with
one subset on the left and the other on the right; whether lctters or digits are on
the left is determined randomly on each trial. The sizes of the two subscts are
-also randumly determined from trial 1o trial, each independently taking on the
values . 2, or 3; the digits are drawn from the numbers 1 through 9 and the lettcrs
[rom a restricted alphabet with the vowels deleted. When the subject has the tar-
get set in mind, a test stimulus, which is either a letter or digit, is presented. The
subject is requircd to make a positive response if the probe is from the target set, |
and a negative response otherwise. For example, the target set might be
( (D.B.K)(8.,6) ); if any of these five items is presented at test, the subject should
make a positive response; otherwise, a negative response. The subset that cor-
responks to the test stimulus will be called the memory set and the other the foad
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Fig. 20, Design of an experiment with duplex target sets. The upper panel describes trials pre-
senting both u set of letters and a sct of digits. The two lower panels desenbe trials presenting a
homogeneous set of cither fetters or digits.

ser. We let dyy denote the size of the memory set and d, the size of the load set.
In terms of the above example, if the test stimulus is a letter, then d,;, = 3 and
d;, = 2; if the test stimulus is a digit, then dy, = 2 and d;, = 3. Of course, uniil
the test stimulus appears the subject does not know which array is the memory
set and which is the load. The top panel of Fig. 20 presents a schematic account of
a trial; letters and digits are tested equally often, and positive and negative trials
are equitlly probable. The guestion of interest is how the scan of a memory set in
STS is influcnced by the size of a load set also in STS."?

**1n this experiment, the subject wus required to recall aloud the load set after he made his RT re-
sponse; errors in this recall were extremely rare. The requirement to recall the load sct does rot seem

to be un important factor, for Darley has run another study where the recall was omitted with results
compatable 10 those 1o be reported here.
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Mizxed in with the duplex-type trials :we others involving only a single target set
{either | to 3 letters or | to 3 digits). These trial lypes arc illustrated in the bottom
two panels of Fig. 20; note that when the target set involves only letters, the test
stimulus is a letter (and the same holds for digits). These trials correspond to the
procedure used by Sternberg (1966) and will be called zero-load trials. In terms
of the above notation, dy; takes on the values | to 3 and &, = Q.

Average RT data for correct responses are shown in Fig. 21; error probabilities
have not been presented since they were less than 3% overall. What is plotted
is the average time for positive and negative responses as a function of memory-set
size; each curve is for a different load size. The composition of the memory set
did not have a statistically significant effect on RT, and consequently the data
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Fic 21. Mean response latencies (combining positive and negative trials) for four conditions of
memory-load size as a function of three target set sizes.
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have been averaged over both memory sets composed of letters and memory sets
composed of digits. For example, in Fig. 21 the observed value of 601 msec for a
memory set of two and a load of one is an average which includes positive and
negative responses and memory sets of letters and of digits.

The resulis displayed in Fig. 21 indicate that the load has a clear effect on RTs,
but only on the intercept of the functions. It appears that ali four RT functions have
approximately the same slope. The subject cannot simply be classifying the test
stimulus as a letter or digit and then restricting the search to appropriate subset.
If this were the case, the obtained equality of the slopes for the four functions
would be predicted, but predictions for their intercepts would be incorrect. The
three load functions would all have the same intercept, which would be above that
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Fic 22. Representation of the processing stages underlying recognition performance when there
are two larget sets in STS. A rapid response may be executed based on stimulus familiarity; other-
wise, the encoded test stimulus is scanned against the contents of STS. The time of the search is a
function of both targel and loud-set sizes.
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for the zero-load functions; the intercept difference would reflect the time needed
to determine which subset to scarch. A better fit to the data is not obtained
by adding the assumption that maintaining a load sct decreases the search rate
for the memuory sct in proportion to load stze. If this were the case, the three load
functions would still all have the same intercept. and only their slopes woild in-
crease with load size.

It appears that the subject makes no attempt to limit the search by categorizing
the 1est item but rather searches the entire target set; categorization would take
time and is not warranted if that time is greater than the time required to search
the load set. If tarpet-set sizes were greater than those employed here, a calego-
rization strategy might be used; in that case, a model like the one presented in
the previous section would be appropriale.

Figure 22 presents the model for this experiment. As in previous sections, the
familiarity distribution for a target item is assumed to have a mean above that for
a distractor item. and to be independent of the size of the target set. First. the
test stimulus is encoded and its familiarity value checked against the criteria
¢y and ¢,. Given a high or low familiarity value, the appropriate response is
immediately executed. Otherwise, a search of STS occurs. The time to initiate
the search of STS is x. The search rate for itcms in the target set from the same
class as the test item is o, and the-search rate is ' for items from the other class.
Thus, the scarch of STS on a duplex trial tzkes time ¥ + ady, + a'd,. When no
load is present, the same process applies and is precisely the one presented in
the second section of this paper (see Fig. 5). The only difference is with regard
to the time parameter for encoding the test stimulus. In the zero-load conditions,
the subject knows that the test stinulus will be from the sume class as the target
set; being able to anticipate which class the test stimulus will be from may facili-
tate the encoding process. To provide for this possibility, we let ! represent the
encoding time for the zero-load case in accord with previous notation and use /'
for the load case. Otherwise, all parameter values are identical for the load and
zero-load conditions; the target and distractor distributions for familiarity values,
criteria values, and « are assumed to be the same on all trials.

For the zero-load case the equations for RT are identical to Egs. (3) and (4).
The proportion of positive and negative trials was equal in this experiment, and
hence. averaging Egs. (3) and (4), yields

ty=({+ p+r)y+sx+ ady) (8)
Here 1y, denotes average RT to a memory set of size dy; in the zero-load condition.
The quantity 7 = (ry + ry)f2 and § = (s + s')/2, where 5 and s’ arc as

defined in Eqs. (1) and (2). Similarly, for the load conditions

tve-= (" 4+ p +7) +5(x + ady + a'd,) )
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wherety, ; denotes average RT to a memory set of size dy, with a load set of size d;,.
Note that 1y, is a linear function of dy, with intercept (I + p + 7 + sx) and slope
Sa. Similarly,ry. . is a linear function of d, with intercept [(l’ +p+7T+75k)+
(Ea'd,,)] and the same slope Sar.

Fitting Eqs. (8) and (9) to the data using a least-squares method yields the pre-
dicted lunctions given by the straight lines in Fig. 21.'3 There are only four iden-
tifiable parameters and their least-squares estimates are as follows:

(! + p+7r + 5K) = 443 msec
(' — D= 41 msec
(sa) = 40 msec
(') = 33 msec

Note that e is preater than a’; that is, the search rate for target items in the same
class as the test stimulus is slower than the search rate for items in the other class.
This relation is what would be expected if the time to establish a mismutch be-
tween two letters is slower than between a letter and a digit (and vice versa). Such
a difference is consistent with representations of items as codes comprised of fea-
tures. In general, fewer feature comparisons are necessary to find a mismatch
between items in different classes than between items in the same class.

There are other interprelations that can be given to these data. For example,
one might assume that the subject first decides which subset to search and then
dumps the load set from memory before starting the search. If the time to dump
the load set is 4 linear function of its size, this interpretation {property formulated)
generates the same predictions as the one presented above. For reasons that are
too lengthy (o discuss here we do net favor the latter interpretation. Nevertheless,
until there is imore research using this type of task, it will be difficult to choose
between these and other explanations, In our view, however, familiarity plays
the same role in the load and zero-load conditions, and an adequate model wiil
have to take this factor into account.

DISCUSSION

The mude! described in this paper assents that recognition memory involves
the operation of a set of processes. The information processing stages that occur
in a particular recognition task are determined by the physi